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CoE RAISE Web Page & More Information ASE

Center of Excellence

RASE

Welcome to
CoE RAISE
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CoE RAISE — Motivation & Approach RASE

Center of Excellence

Simulation / Experiment

RAISE

Center of Excellence

+ 1018 .6\(\%
Al technologies Exascale
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Use Cases in Cok RAISE

> WO dnds of Use cases.

Al at
Exascale

Example from use case "Al for wind farm layout”: Turbulence

generated by a cliff on Bolund Island, Denmark.

2021-07-29 CoE RAISE — Need for Distributed Deep Learning

RAISE

Center of Excellence

Al at
Exascale

Example from use case ” Seismic imaging with remote sensing - oil and

gas exploration and well maintenance”: Snapshot from a wavefield.



Compute- and Data-driven Use Cases —Use & Generate Data RAISE

Center of Excellence

Al for turbulent boundar

Macroscale ~ 1mm
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CoE RAISE’s Objectives RAISE

Center of Excellence

> Development of Al methods towards Exascale OPyTorch _ Dofg
along use-cases O compuin

Use Case
Requirements &

» RAISE tightly connects

an exceptional hardware infrastructure,

an usable and versatile software infrastructure,
compute-driven use cases,

and data-driven use cases

Yy v v N

UNIQUE Al
FRAMEWORK

Al at Exascale

to contribute to a Unique Al framework that will be Methodologies

provided to academic and industrial communities
(RAISE Al-Exascale library)

OPEN SOURCE COMMUNITY
Al & HPC BEST PRACTICES

EuroHPC & PRACE

EuroCC NCCs
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Vision — Intertwined HPC Simulations & Al

> What means Al & HPC Cross Methods at Exascale?

aﬁ\x‘ls[é |
| technologies Appllcatlnns

Exascale
Today rather high performance data analytics (HPDA)
[HPC Simulation ]l ‘ i
) i i ing Application
HPC Resource. —

Response rom data sy
! ﬂﬁfﬁ.ﬁ'ﬂ;ﬁffﬁﬁﬂﬂe The ‘full loop of Scientific Big Data Analytics’ simulation scientific

o fefiné modélcharacerstica opplcation A

[ Data Analysis/Analytics (e.g. solving in-verse problems) ]l

HPC/HIC Resource

su; Data’ Processing Unit: Preparing & B,. roenes
r.lmmg data (e.g. empirical data) ereciodsprins

Observations

Lippert, T., Mallmann, D., Riedel, M.: Scientific Big Data Analytics by HPC, in Symposium proceedings of NIC
Symposium 2016 — publication Series of the John von Neumann Institute for Computing (NIC), NIC Series 48 (417),

ISBN 978-3-95806-109-5, February 11-12, 2016, Juelich, Germany
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018

full loop'?

Energy Meteorological In-Situ Big Data Analytics

Morris Riedel*?, Jonas Berndt!2, Charlotte Hoppe!2, Hendrik Elbern??

contact: m.riedel@fz-juelich.de
j.berndt@fz-juelich.de

“Insttue of Energy and Climate Research (IEK-8), Ferschungszentrum Jilich GmbH, Julich, Germany
University of Iceland, Reykjavik, Iceland
Rhenish Insitute for Environmental Research at the University of Cologne. Cologne, Germany

RAISE

Center of Excellence

M) 0LICH

FORSCHUNGSZENTRUM

Background & Objective

power grid

The stochastic nature of weather |u|mesmndammpmarasanmmnmd

We make use of various perurbation techniques in the frame of a
call for | | regional meteorological ensemble with O(1000) members to capture

the improvement of the underlying weather

and energy
improvement of probabilistic wind and solar power forecasts. The major potential lies in
er forecast.

=xareme enor svents and to improve skill scores of short and shortest
range forecasts of wind speed at hub height {~ 100m) and inadiance.

A data mining application shal identify the relationship hsmeen

mmmsmesasanassmmpmeueﬁmgemm
‘ensembie members within a particle filter algorithm.

Meteorological Ensemble

+ An ukra large ensamble version of the Weather Research and Forecast modsl (WRF) as part of
ESIAS (Ensemble for Stochastic Imegration of Amosgheric Simulation). which provides a
comprehensive probahiliy density evolution of the model state

+ Computational efficient implementstion on the JUQUEEN, which realizes communication betwesn
the ensemble members by mroducing a second stage of MPI paralielism

« Initial values and lateral boundary values from the global ECMWF and GFS ensembles

+ A broad variaty of state-of-the-art techniques of uncertainty representation within the model
(SKEBS — Stachastic Kinetic-Energy Bacckscatier Scheme, SPPT ~ Stochastic Perurbed
Parameterization Tendency, penurbation of surface values, etc)

Coupled Forecast-Analysis System

Data Mining Methodology

The amaunt of
resources is propartional 1o the

ensemble member number. As
an ple, 1024
members require 63536 cores
on the IEM BlusGene § system
(JUQUEEN) to accomplish 24
hour simulation in approximasely
L5 hours (the MWF comprises
the majority, with (0 tasks and
anine data mining being af
secondary relevance).

Amount of data to be managed

O s LTI

T i | Errreey

In-Situ Analytics Application Loop

The coupled forecast analysis system combines the meteorological forecast. partcle fitering
and data miner in one application loop. Due to high computational demands, special focus is

Germany, [ PDF (~ 4,08 MB) ]

*Cl i trains a model of the data given training set T
T= (200} [2nstin
» Supenised classification problem: Experts provide labels v, data of WRF ensembles * quality
« Multi-class design enabling scientists to label with an increasing rangs of quality classes
« The trained mode! is then used with unseen WRF data to assign it to & qualiy Class
- Depending on the quality class predicted by the mode! WRF. ensembles are canceled/continued
« Chasen algorithm 1 create a model are Support Vectar Machines (SVM) with kemel methads

il

+ Train a mode! with support vectors (cf. orange data in figure) is computationally complex
* SVM ngeds to find the best decision boundary (aka points mast far away fram existing points)
*Itis a constraint optimization problem sobved inherenth with sequential minimal ogimization

* The optimization prablem aims to mazmize the margin (above orang background colar)

[T |

In this simpified 20 exampie of a avs ciass probiem
(e = bad WAF ensemble members, greed = good
ViRE ensembie
] .

lines wil separate bot ciesses in this exampie, SYM
b= =
a2 shovn in the lsrason, The imeresing propery of
shis biue line it is offers the best generalizasion
out of sample. [ other words, Gnce the raining dats
s been used o train the madel, the made! vl work
quite el it unse=n (WRF ensemle members.

Riedel, M., Berndt, J., Hoppe, C., Elbern, H., Energy Meteorological In-Situ Big Data Analytics,
Helmholtz Program Meeting, Karlsruhe Institute of Technology (KIT), July 1, 2016, Karlsruhe,




WP2 —Al- & HPC-Cross Methods at Exascale in a nutshell RAISE

Center of Excellence

> WP3 (Compute-Driven Use-Cases towards Exascale)
> WP4 (Data-Driven Use-Cases towards Exascale

> Developments in these WPs will be
supported by the cross-linking activities of WP2

» E.g. scaling machine & deep learning codes
with frameworks like Horovod/Deepspeed

(CoE stakeholders )
» E.g. introduction to new Al methods such & e A
as Long-Short Term Memory (Time series) oo on soviops\ |
> E.g. data augmentation approaches ' e
> E.g. benchmarking HPC machines and offer WP5
also pre-trained Al algorithms (i.e., transfer learning) ‘ J U
> E.g. offer neural architecture search methods for N ol i
hyperparameter — tuning in semi-automatic way e fopa ¥ Outrench & Services

2021-07-29 CoE RAISE — Need for Distributed Deep Learning 8




Towards Al & HPC at Exascale with CoE RAISE Results RAISE

Center of Excellence

Hardware Infrastructure

Prepare & Document available production systems at partners’ HPC centers

Use Case .
Requirements & 3 ) Examples: JUWELS (JUELICH), LUMI (UolCELAND), DEEP Modular Prototypes, JUNIQ (JUELICH), etc.

Feedback
Software Infrastructure

. Prepare & Document available open source tools & libraries for HPC & Al useful for implementing use cases
Data-Driven

Hardware Use Case : b 3 Examples: DeepSpeed and/or Horovod for interconnecting N GPUs for a scalable deep learning jobs

Infrastructure Requirements &
Fondt-

sl 4

UNIQUE Al
FRAMEWORK

&

omputing-driven Use Cases Requirements & Feedback

1

Al at Exascale
Methodologies

Use cases with emphasize on data bring in co-design information about Al framework & hardware

OPEN SOURCE COMMUNITY
AI & HPC BEST PRACTICES

¢ = o .
FHIGHRC S PRACE OV HERL B> UNIQUE AT FRAMEWORK
s O PyTorch
DeepSpeed Living design document & software framework blueprint for using HPC & Al offering also pretrained Al models

Examples: Deployment blueprint by using Al training on cluster module & inference/testing on booster

2021-07-29 CoE RAISE — Need for Distributed Deep Learning 9




Example HeAT = CoE RAISE Seminar June: onYouTube soon  RAISE

Center of Excellence

Mulfi | Single | Multi | NumPy . .
Package cru | arr | aru | aPr. | AD | Ret. HeAT - a Distributed and GPU-accelerated Tensor H E A T
PyTorch v iV v |[v] & Framework for Data Analytics (§ IR
Legate v’ v’ v’ v’ [14] " A o
Dask \/ \/ m Markus Gétzt, Daniel Coquelin“, Charlotte Debus*, Kai Krajsekf, Claudia Comito', Philipp Knechtges™,
Intel DAAL \/ [16] Bjorn Hagemeier!, Michael Tarnawa', Simon Hanselmann®, Martin Siggel*, Achim Basermann* and Achim Streit!
TensorFlow \/ \/ \/ \/ \/ a [3] *Institute for Software Technology (SC)
German Aerospace Center (DLR)

MXNet \/ \/ \/ \/ [8] Cologne, Germany
DeepSpeed \/ / / / [17] {charlotte.debus, philipp.knechtges, martin.siggel, achim.basermann} @dlr.de

. 1 Jiitich Supercomputing Centre (JSC)
Di stArray / [1 8] Forschungszentrum Jiilich (FZJ)

: Jiilich, Germany
Bohrium \/ \/ (1] {k.krajsek, c.comito, b.hagemeier, m.tarnawa} @fz-juelich.de
Grumpy / \/ [12] ESteinbuch Centre for Computing (SCC)
JAX / / / / [19] Karlsruhe Institute of Technology (KIT)
Karlsruhe, Germany
Weld \/ \/ [13] {markus.goetz, daniel.coquelin, simon.hanselmann, achim.streit} @kit.edu
NumPywren v’ [20]
Arkouda v’ [21]
GAIN v’ [22]
Gotz M, Debus C, Coquelin D, Krajsek K, Comito C, Knechtges P,

Spartan \/ [LO] Hagemeier B, Tarnawa M, Hanselmann S, Siggel M, Basermann A.
Phylanx \/ [23] HeAT-a Distributed and GPU-accelerated Tensor Framework for
Ray / \/ \/ \/ [’lg] 3:::)»&2%3;?::& Ilnozz):: IZE;;_IZI:;)"::S:MI Conference on Big Data (Big
HeAT v’ v’ v’ v’ v’ ) o
#Based on RPC, no MPI support.

Forschungszentrum CENTRE

AL IJ JULICH | 2 0p0me

2021-07-29 CoE RAISE — Need for Distributed Deep Learning 10




Can Al do Exascale & use Disruptive Technologies? RAISE

Center of Excellence

Time per epoch [sec]

Jube_ wp_iteration
0

h Europe #1
Supercomputer
(11/2020) s e
. ~ e [
{]Pv Module 4
- Examiple from 2015 2 s I I
Using partition of the JUWELS worklow
. system has 56 compute nodes,

each with 4 NVIDIA V100 GPUs
(equipped with 16 GB of memory)

24 nodes x 4 GPUs = 96 GPUs i

I D:\wWavue : o, i
The Quantum Computing Company r at)
nodes ..

Sedona, R., Cavallaro, G., Jitsev, J., Strube, A., Riedel, M., Book, M.: SCALING UP A MULTISPECTRAL RESNET-50 TO
128 GPUS, in conference proceedings of the IEEE International Geoscience and Remote Sensing Symposium
(IGARSS 2020), September 26 — October 2nd, 2020, Virtual Conference, Hawai, USA

8

Sedona, R., Cavallaro, G., litsev, J., Strube, A., Riedel, M., Benediktsson, J.A.: Remote Sensing Big Data
Classification with High Performance Distributed Deep Learning, Journal of Remote Sensing, Multidisciplinary
Digital Publishing Institute (MDPI), Special Issue on Analysis of Big Data in Remote Sensing, 2019

Cavallaro, G., Willsch, D., Willsch, M., Michielsen, K., Riedel, M.: APPROACHING REMOTE SENSING IMAGE
CLASSIFICATION WITH ENSEMBLES OF SUPPORT VECTOR MACHINES ON THE D-WAVE QUANTUM ANNEALER, in
conference proceedings of the IEEE International Geoscience and Remote Sensing Symposium (IGARSS 2020),
September 26 — October 2nd, 2020, Virtual Conference, Hawai, USA

2021-07-29 CoE RAISE — Need for Distributed Deep Learning 11



Horovod Example of Distributed Training Tool RASE

Center of Excellence

> Free open-source
Al tool: Horovod
» https://github.com/horovod/horovod
> Distributed Training of Deep Learning I\/Iodels
> Used on HPC systems to speed-up model training

> Significant experience at the University of
Iceland and Juelich Supercomputing Centre

- Horovod
(bOth partners in Cot RA|SE) * Data parallel, each GPU has a copy of the model
> Used in Science & Engineering, and a chunk of the data
e.g. remote sensing image analysis = Efficient decentralized framework,
based on MPIl and NCCL libraries, where actors

exchange parameters without the need of a
@ parameter server
e - = = Works on top of Keras, TensorFlow, PyTorch and
i o i i - i Apache MXNet

2021-07-29 CoE RAISE — Need for Distributed Deep Learning 12




Horovod Example: Challenges & Benefits RAISE

Center of Excellence

Time per epoch [sec]

- Europe #1
Supercomputer
(11/2020)
m Example from 2019: -
. iy »
Using partition of the JUWELS > }5‘% / \ Distributed training
. system has 56 compute nodes, L: ' challenges w.r.t.
eaCh Wlth 4 NVIDIA V100 GPUs L batch sizes & accuracy
(equipped with 16 GB of memory) ®
24 nodes x 4 GPUs = 96 GPUs _ .
batch size  n. GPUs  training time [s] batchsize n. GPUs warm-up initial LR F1
s 512 8 49,400 512 8 5 02 0.78
8,000 128 3,400 8,000 128 5 32 0.74
16,000 128 2,800 16,000 128 5 6.4 0.64 (diverge)
o :-—‘ 32,000 128 2,500 32,000 128 5 12.8 0.43 (diverge)

Sedona, R., Cavallaro, G., litsev, J., Strube, A., Riedel, M., Book, M.: SCALING UP A MULTISPECTRAL RESNET-50 TO .

128 GPUS, in conference proceedings of the IEEE International Geoscience and Remote Sensing Symposium Accuracy stable up to batch size = 8k ‘
(IGARSS 2020), September 26 — October 2nd, 2020, Virtual Conference, Hawai, USA . L. . » )
For batch size > 8k training diverges -
Sedona, R., Cavallaro, G., litsev, J., Strube, A., Riedel, M., Benediktsson, J.A.: Remote Sensing Big Data %

Classification with High Performance Distributed Deep Learning, Journal of Remote Sensing, Multidisciplinary Horovod enabled to significa ntIy cut training time
Digital Publishing Institute (MDPI), Special Issue on Analysis of Big Data in Remote Sensing, 2019

Scaling slightly less than linear (possibly due to data loading issues)

2021-07-29 CoE RAISE — Need for Distributed Deep Learning 13



CoE RAISE: Distributed training influences the framework RAISE

Center of Excellence

» CoE RAISE
Al models? ot

> D I St rl b U ted » Requirements &
Training?

> How it works

Infrastructure Requirements &

with known ' Etns
toolks like 4

UNIQUE Al

TensorFlow? FRAMEWORK

Al at Exascale

> How it works PSS Methodologies

With batCh Al & HPC BEST PRACTICES

EuroHPC & PRACE

job scripts? cusccnccs

2021-07-29 CoE RAISE — Need for Distributed Deep Learning

® The gradients for different batches of data are calculated separately on each node

® But averaged across nodes to apply consistent updates to the model copy in each node

MPI_Allreduce

Training Process
M = i
‘Averaged node
Model Gradients et
| Training Process
¥ . — |~ node
Averaged
Model Gradients ot
Training Process.
- node
Model Gradients o"""""“
1. Read Data 2.Compute Model 3. Average Gradients 4. Update Model

- Is that the preferred solution that scales really well?!

14



Selected Techniques to Identify Cross-Methods for HPC & Al RAISE

Center of Excellence

» Fact Sheets
> Foster initial understanding

» Living document & each Fact Sheet
per WP3/WP4 Use Case

> (Experience from many other EU projects)

» Selected Contents
> Short Application Introduction
» Clarify Primary Contacts
> Codes/Libraries/Executables
» HPC System Usage Details
> Specific Platforms & ‘where is what data’?
> Machine/Deep Learning Approaches of Interest

Real-World Canvas

initial steps

Problem Canvas

SeAueD aIMPaNYRY | /

Driven by
Prof. Matthias Book &
Prof. Helmut Neukirchen

Decomposition Canvas

interaction room process

2021-07-29 CoE RAISE — Need for Distributed Deep Learning 15




Fact Sheet Process of CoE RAISE & Early Co-Design Examples RAISE

Center of Excellence

[ﬁﬁ‘] (Near) Real-Time Processing ][—'u} [l nuf_l—[Distributed) DL Training] [ : o

: ML Hyper-parameter Tuning & NAS

processing-
intensive RS
applications

computing
infrastructures

innovative
computing
resources

technology
libraries &

packages

prace~HPC Infrastructure o = oo Commercial Cloud P UNI@Juelich Unified Infrastructure
@ PRACE & Y Google Cloud Vendors @ J for Quantum Computing
S — A ___ A
v v v A J
Other Modular v AWS EC2 & DL D-Wave
EU ) A HPC Amazon Machine Image Systems
HPC g System (AMI) & Elastic Map Quantum
Systems d JUWELS Reduce (EMR) Example Annealer
A L
v v 3 v
MPI Parall a @ ML/ DL a Apache a D-Wave Quantum
OpenMP ? SVM 1“‘ Libraries| Libraries Ocean SVM
Modules ‘ 4 TE"SG"‘ & APIs ,,m,,iz a API Python
L DeepSpeed Sp Library N Code
B L Jp— i S——
T Multi-core NVIDIA. Gpus| Merv-core Quantum Quantum
Processors Processors Chip Chip
(high single thread 3 ) (‘Accelerators’ with low Pegasus DW2000Q
performance: ~24 cores) performance, ~7000 cores) 5000 Qubits 2000 Qubits

@ Parallel ML implementations still rare (MP1/OpenMP) ) @Costs of GPUs of CC vendors (e.g., EC2) tough, MS/houD Legend:

@ Open source tools good, but all need to fit in versions ) @ GPU hours are free, but requires time grant proposal ) ®

@ Using very many GPUs beyond NVlink could be tricky ) @ Free GPUs in Google Colab vary in the available types )

Highlighted

@ Look & feel of CC vendor ML services differ significantlb Worl:s not yet with multi-class problems & large data ) Experiences

Riedel, M., Cavallaro, G., Benediktsson, J.A.: Practice and Experience in using Parallel
and Scalable Machine learning in Remote Sensing from HPC over Cloud to
Quantum Computing, in conference proceedings of the
IEEE IGARSS Conference, Brussels, Belgium, 2021,
Physical and Online event, to appear
https://igarss2021.com/

2021-07-29 CoE RAISE — Need for Distributed Deep Learning

Chall &

Riedel, M., Sedona, R., Barakat, C., Einarsson, P., Hassanian, R., Cavallaro, G., Book, M.,
Neukirchen, H., Lintermann, A.: Practice and Experience in using Parallel and Scalable
Machine learning with Heterogenous Modular Supercomputing Architectures,

in conference proceedings of the IEEE IDPDS Conference, Heterogenous

Computing Workshop (HCW), Portland, USA, 2021, Online, to appear

https://www.ipdps.org/ I ’ ' ' ' 1POPS

% 2021 Portland
processing- | ol ¥ ’
. . . . i . o . . 5o ebool.cache ) .
@owd-lg Chest X-Rays Analy5|5] [ﬂ ARDS Time Series Analys.ls] M Neuroscience & BigBrain Research ] rnt?ns;_ve § enbort SN CALHEOIR S(aktomp 8,3t b tarschont e
A) / c) A applications | au w. wer sese-
_____________ - 3 Sieubarry ol .t sckarsrglstaramed Darq
v v v ;
" X Step tnto the contatner 5&
R (:g B S singularity snall s 16
P Infrisr:;uctgure ’ji ENHFC LUMI Supercomputer H\BALL.& Canadian compu!mg S T ,!
D .. '»_;( Undertaking. . CBRAIN infrastructure mfrastrucfurgs + doetons o antaser =
7§ T B EiL Gonrie blows bmereast1 “pevurnelgtdgmatl,con”
v - --T°°= _u‘—__‘....--- wee Singularity> datalad fnstall hetps://ghthub. com CONP-POND conp. datasat. git
Modular Mgdular ........ Canadian CBRAIN . .
HPC HPC Singularity Docker Resource Execution mnovah_ve ARDS Time Series Analysis
A Container Container € = computing J—— "
System || £ System ~ w |
DEEP - DAM || Juwets | (&) Environment Environment) 1 ESEMR | resources

b4
- e, Distribute AT Git-based Data
- Training *"'_'}['!J? ()~ Management t?c”n_o'bgy
. Tools + ML/DL 5 libraries &
\DeepSpeed renserrio Libraries packages

Parallel™) Scalable Innovative Multi-core
File Storage Memory Processors
System | Service Hierarchies {high single thread (‘Accelerators’ with low

(Lustre) / Module

performance: ~24 cores) performance, ~7000 cores)

16



ompute- and Data-driven Use Cases Fact Sheets — Drafts(! RASE

Center of Excellence

Take off and landing
(acoustic field releva

1 P
][ Saving Fuel Airplanes (cruise flight) ] intensive

»

foooooooooooooococ oo oo ol

Modeling
& solving

lfrag reduction & Predict Friction Drag for certain parameter Parameter space optimization (Reynolds number, |

setups (Relationship ng reduction Mach number, etc.) (e.g., maybe particle filters? Turbnlent boundary layers

e ™~
V. 4
Stuttgart HPC ‘ JUWMEi DEEP innovative
Calculations HAWK Sstem ‘ Cluster computing for data-driven models in reacting flows
(whole Stuttgart system) resources

- ‘mart models for next-generation aircraft

P — .3

4 o _.._______W_j engine design

=== ¥
MPI & Solver (dﬁerent types) | ( Distribute AT JupyterLab I Wetting hydrodynamics
.OpenMP L S . & Traininpl(. “Hl &Jupyter technology

Wind farm layout optimization

Libraries. Zonal Flow Solver

p ir Event reconstruction and classification af the
250000 cores (CPUs, p | Windfarm Optimization Renewable Energy & CO2 Reductio Predictions of generated POwer ]l intensive ‘ERN HL-LHC
T- T gy

i elsniic imaging with remote sensing - off and

gas exploration and well maintenance
Scalable|  ZFS netcdf Infrastructure ind Farm computing
PRACE
Storage | ZFS>HD | < PRACE ‘ . Bgc ME ::E Ncs:‘; Em ]l Iberdrola renov: ny |infms[ructures Defect-free metal additive manufacturing
The struc'

Is the hie

Ay

MareNostrum y
Cluster Surrogate > Figure from Talk Co-executing Modeling
HPC

model CPU / GPU
Large Eddy Simulations (LES),

o o _ __._ |[ Water Harvesting Applicalions][p; Oil recovery & extraction ]L Lab on a chip devices WO RK
J

. Power9

— Jupyterlz S —
B e~ & lupyte 2
| F oL .~ Noteboo Wetting Hydrodynamics: how liquids interact modeling
Libraries pyTorch Jlf 1 Libraries with heterogenous surfaces (e.g., rough surfaces, soft surfaces, etc.) - properties for all material types relevant simulation

A

P S
CASTORC Cycl Modul
No direct stndard | ] 9 i core velone odular

innovative
HPC :
standard in for Data Processors oysiem computing
data, only fomats (high single thread resources
(CoE Combustion) L JUWELS
parallel /O performance: ~24 cores)

v
OpenFoam S MUDL I’
. + technology
c iu;l:i’(::lis] = h f.lbrznes Tersorflow libraries &
i : , Physics-Informed DL packages

Multi-core <INVIDIA. GpUs|
Processors ®
(high single thread (‘Accelerators’ with low
performance: ~24 cores) performance, ~7000 cores)

2021-07-29 CoE RAISE — Need for Distributed Deep Learning 17




HPC Systems Engineering in the Interaction Room Seminar RAISE

Center of Excellence

> CoR RAISE Interaction Room Process as Next Step

> Supports the proper software engineering
design of the unique Al framework blueprint

» Expecting to work with WP3 T e |
& WP4 experts in an open minded way |-

» Process will be guided

= HPC Systems Engineering B3 [teraction Room
g in the Interaction Room ?

Matthias Book

. o,
by Prof. Dr. Matthias Book wit Moris Riedel, Jlch Suercomputing Cente /Uol {5 Ui oicemss .
and Helmut Neukirchen, University of Iceland e

(University of Iceland)

> Supported by Software AT
Engineering & testing expert YO u Tu he W\
Prof. Dr. Helmut Neukirchen B \

(University of Iceland)
» CoE RAISE @ YouTube: https://www.youtube.com/channel/UCAdIZ-v6cWwGdapwYxdN7dg

Book, M., Riedel, M., Neukirchen, H., Goetz, M.: Facilitating Collaboration in High-Performance Computing Projects with an

> M etho | Ogy aS One CO E RAl S E OUtCO me Interaction Room, in conference proceedings of the 4th ACM SIGPLAN International Workshop on Software Engineering for

Parallel Systems (SEPS 2017), October 22-27, 2017, Vancouver, Canada

Exascale

Applications

2021-07-29 CoE RAISE — Need for Distributed Deep Learning 18




RAISE

Center of Excellence

Data Canvas

Interaction Rooms via MURAL Boards: Distributed Training?!

PHuTEOA% I@OLS ? | BoidL R T o, nomesuem B G SEOLe T T
PHIEUAN IHOLS? | peiv W ',L;‘r-i:é Interac’fion Rm._vms.d k = ) Doesvu A I HO AR IEOLS? !
vaRTECAS IEOLe T ' weswn SISy Engine Design N Nowesw ekt EU AN sHOAL? !
Model Canvas Architecture C_a nvas.

O PyTorch

DeepSpeed

2021-07-29 CoE RAISE — Need for Distributed Deep Learning
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Distributed Training: 1st Impact in Model Development RAISE

Center of Excellence

? Unknown Target Bistetbortion P ( y | X.) Probability Distribution Em :::: ;’:
. target function f . X — Y plus noise P orl X {need to) know

(ideal function) ‘ £
ii X = (Byy o5 Typ) X Jepiacid

Elements we
must and/or
should have and

Training Examples

(%158 )s -0 (Rnr Yn)

Learning Algorithm (‘train a system")

.
T

Final Hypothesis

g f

.y
. N

DeepSpeed

{1l .
.."Ir|;'...
R O N
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Distributed Training: 2nd Impact in Model Fine-Tuning

0days 00 hours 00 minutes
Sentinel-2 constellation:
summer solstice

% & 2021-07-29 CoE RAISE — Need for Distributed Deep Learning

RAISE

enter of Excellence

Using Convolutional Neural Networks (CNNs)
with hyperspectral remote sensing image data

[Forest|

7
——
Z !
N
» = T

Lj -

River

Feature

Representation / Value

Conv. Layer Filters
Conv. Layer Filter size
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Find Hyperparameters & joint ‘new-old‘ modeling &
transfer learning given rare labeled/annotated data in
science (e.g. 36,000 vs. 14,197,122 images ImageNet)

J. Lange, G. Cavallaro, M. Goetz, E. Erlingsson, M. Riedel, ‘The Influence of Sampling Methods on Pixel-Wise Hyperspectral Image Classification
with 3D Convolutional Neural Networks’, Proceedings of the IGARSS 2018 Conference, Online:
https://www.researchgate.net/publication/328991957 The Influence of Sampling Methods on Pixel-

Wise Hyperspectral Image Classification with 3D Convolutional Neural Networks

G. Cavallaro, Y. Bazi, F. Melgani, M. Riedel, ‘Multi-Scale Convolutional SVM Networks for Multi-Class Classification Problems of Remote Sensing
Images’, Proceedings of the IGARSS 2019 Conference, Online:

https://www.researchgate.net/publication/337439088 Multi-Scale _Convolutional SVM Networks for Multi-

Class_Classification Problems of Remote Sensing Images
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> High-Peformance Computing Course
> University of Iceland

> In collaboration with FZJ 9 JULICH

Forschungszentrum

HIGH PERFORMANCE COMPUTING

ADVANCED SCIENTIFIC COMPUTING
Rocco Sedona, PhD student in Computational Engineering at the

University of Iceland and at the Juelich Supercomputing Center
Member of the Simulation and Data Lab Remote Sensing
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MECHANICAL ENGINEERING AND COMPUTER SCIENCE
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> YouTube Channel:
https://www.youtube.com/channel/UCWC4VKHmMLANZgFKoHtANKg

» Practical Lecture 10.2: Distributed Deep Learning (by Rocco Sedona)

> https.//www.youtube.com/watch?v=8dtg0IDnQO0&list=PLmJwSK7gduwVnlrIPjrfSn7
QRcv3wlQ|5&index=32

> 2 X 40 minutes
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