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Review of Practical Lecture 10.2 — Parallel & Scalable Machine and Deep Learning

Deep Learning via RESNET-50 Architecture — A Case for ~ Distributed Training with Multi GPU Usage using

interconnecting GPUs Horovod
. . . . . A partition of the JUWELS system S =
= Classification of land cover in scenes in Remote Sensing has 56 compute nodes,
. . . . . . L. each with 4 NVIDIA V100 GPUs
= Very suitable for parallelization via distributed training on (equipped with 16 GB of memory)
mUItI GPUs Horovod distributed training via MPI_Allreduce()
- Training Process =
¥
—»  Model |—»f Gradients |—a| Averaged |}
24 nodes x 4 GPUs = 96 GPUs
éﬂ g Data Store Training Process
@ A L ]
% —» Model Ll Gradients — é"'::"?'::
[20]
RESNET e —
L ]
. RESNET-50 is a known neural network architecture that has established a strong el bl B
baseline in terms of accuracy . 1. Resd Data PR SORPI.... SUoN.. S
Updates (Gradients)
. The computational complexity of training the RESNET-50 architecture relies in the
5] H d
fact that is has ~ 25.6 millions of trainable parameters : » : : . —— [5] Horovo
. RESNET-50 still represents a good trade-off between accuracy, depth and number . Horovod is a distributed training framework used in combination with low-
of parameters level deep learning frameworks like Tensorflow
" The setups of RESNET-50 makes it very suitable for parallelization via distributed " Horovod uses MPI for inter-process communication, e.g., MPI_Allreduce()
training on multi GPUs = Distributed training using data parallelism approach means: (1) Gradients for
different batches of data are calculated separately on each node; (2) But
averaged across nodes to apply consistent updated to the deep learning
model in each node
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Outline of the Course

High Performance Computing

Parallel Programming with MPI

Parallelization Fundamentals

Advanced MPI Techniques

Parallel Algorithms & Data Structures

Parallel Programming with OpenMP

Hybrid Programming & Patterns

Debugging & Profiling & Performance Analysis

Accelerators & Graphical Processing Units

10. Parallel & Scalable Machine & Deep Learning
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11.

HPC in Health & Neurosciences

12.
13.
14.
15.
16.

Computational Fluid Dynamics & Finite Elements
Systems Biology & Bioinformatics

Molecular Systems & Material Sciences
Terrestrial Systems & Climate

Epilogue

+ additional invited lectures by experts & practical
lectures for our hands-on assignments in context

= Practical Topics

» Theoretical / Conceptual Topics
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Lecture Outline

e Jupyter-JSC: Bringing HPC to the Browser
* Access to HPC Resources

Hardware Resources

* Applications of HPC in Healthcare

Different Approaches for Different Types of Data
RNN vs. CNN

LSTMs and GRUs

Sequence Data Use Case: ARDS

Image Processing Use Case: Covid-Net

Systems Biology and Biological Signalling Pathways

e HPC in Neuroscience

Neuroscience Expectation vs. Reality
Applications of Image Processing in Neuroscience
Neuroscience Technology Framework Use Case: The Big Brain Project



Access to HPC Resources

* Access granted through an online account
on JuDoor, and through specific projects
with registered HPC budgets.

 JupyterLab: a browser-based modular
development environment.

 Jupyter-JSC: a JupyterLab implementation
with integrated access to HPC resources:
* Expandable hardware model.
* Pre-installed Machine Learning modules.
e Out of the box GPU integration.
* Access to remote storage clusters.

Project joaiml
Project title

Principal Investigator

Computeproject

@) JiLicH =

Active Bu

Budget joai

¢) JOLiCH

Start  Links

Jupyterlab Options

https://judoor.fz-juelich.de/
https://jupyter-jsc.fz-juelich.de/



HPC Hardware Resources

IDEEP

Projects

= Data Analytics Module (DAM)

= Specific requirements for data science &
analytics frameworks

= 16 nodes with 2x Intel Xeon Cascade Lake; 24
cores

1x NVIDIA V100 GPU / node

= 1x Intel STRATIX10 FPGA PCle3 / node
384 GB DDR4 memory / node

= 2 TB non-volatile memore / node

= DAM Prototype
= 3 x4 GPUs Tesla Volta V100
= Slurm scheduling system

JUWELS Supercomputer
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Icelandic HPC Community — Simulation & Data Lab
Health & Medicine

IHPC

Jétunn Gardar — decommis: Community v All Community Experts

Hafdu samband - Contact us

General information

Support

The Simulation and Data Lab Health and Medicine (SimDatalLab HM) aims to shed light on novel data analysis approaches in the medical field with extra focus

on the application of High Performance Computing (HPC) architectures in the processing of patient medical data, as well as diagnosis and treatment assistance.

The SimDataLab HM works in cooperation with the Juelich Supercomputing Centre (JSC) of Forschungszentrum Juelich (FZJ) - Juelich, Germany as part of the

SMITH consortium'’s Algorithmic Surveillance of ICU Patients (ASIC) use case.

Prof. Dr. = Ing. Morris Riedel Chadi Barakat

[22] IHPC SimDatalab Health & Medicine Web Page
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Seeking for new members
from health & medicine
experts that leverage HPC
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[23] Alfred Winter, M. Riedel et al., ‘Smart Medical Information Technology for Healthcare (SMITH):

Data Integration based on Interoperability Standards’, Journal of Methods of Information in Medicine, 2018

JOURNAL OF MEDICAL INTERNET RESEARCH

Original Paper

Future Medical Artificial Intelligence Application Requirements
and Expectations of Physicians in German University Hospitals:
Web-Based Survey

Maassen et al

Oliver Maassen'?, MSc; Sebastian Fritsch'**, MD: Julia Palm**, MSc: Saskia Deffge', MSc: Julian Kunze'”, MD:
Gemot Marx"*, MD. Prof Dr. FRCA: Morris Riedel**”, Prof Dr; Andreas Schuppert™®, Prof Dr: Johannes Bickenbach'*,

MD, Prof Dr

1Deparrment of Intensive Care Medicine, University Hospital RWTH Aachen, Aachen. Germany
2$MITH Consortium of the German Medical Informatics Initiative, Leipzig, Germany

*Titlich Supercomputing Centre. Forschungszentrum Jilich. Jilich. Germany

4'Iﬂstiru[e\ of Medical Statistics. Computer and Data Sciences. Jena University Hospital, Jena, Germany
“School of Natural Sciences and Engineering. University of Iceland. Reykjavik, Iceland

STnstitute for Computational Biomedicine IT. University Hospital RWTH Aachen. Aachen. Germany

[24] O.Maassen et al., Future Medical Artificial Intelligence Application Requirements and Expectations of
Physicians in German University Hostpitals: Web-based Survey, Journal of Medical Internet Research, 2021

M| T

Smart Medical Information
fechnology for Healthcare

[25] SMITH Project Web Page

relatively low HPC & Al usage still,
strict regulations for Al

data silos: no data sharing,
GDPR & reiterating clinical studies
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Different Approaches for Different Data Types

* Input data for machine learning
applications come in different types:

* Numerical Data
* Image Data (single- or multi-dimensional)
* Sequence Data (text, sound, seismic
waves, physiological signals)
 Specific Machine Learning approaches
have been developed to take advantage
of each data type.

* One ML approach that is effective on
one datatype may not be effective for
another.
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Recurrent Neural Networks (RNN)

° ConVOIUtionaI Neural Networks (CN NS) mput fcamr(c.:maps feauuilnmps fcatmcc‘:uups fcanu%-:maps & ':;,,
. . . 32x32 28x28 14x 14 10x 10 5x5
* Example: remote sensing application R D, i A \\\—_;— N
. \ 2 \ ,l“r\h‘"‘-
domain, hyperspectral datasets o ! % OA**O_{, !
-_— i An N\ o8
* Neural network key property: =~ PN S=== \\\ "\ %=ed
eXp|O|t Spatlal geometry Of InpUtS con;:;utloxl \ subs;::plmg com-';l-unon 2x2 \ O(‘) fully \
. i I SO S ... . N . Sp- i S .
* ApproaCh' Apply COﬂVOlUtIOn & poollng [7] A. Rosebrock feature extraction classification

(height x width x feature) dimensions

e RNNs @

* Examples: texts, speech, time series datasets
* Neural network key property:
exploit sequential nature of inputs

* Approach: Train a graph of ‘RNN cells’ & each cell performs
the same operation on every element in the given sequence

= RNNs are used to create sequence models whereby the occurrence of an element in the sequence (e.g. text,
speech, time series) is dependent on the elements that appeared before it
Lecture 11— pplications in Health and Neurosciences 10/34




Advanced Applications of RNNS%




Advanced Applications of RNNs (2)

Long Short Term Memory (LSTM) networks are a special kind of Recurrent Neural Networks (RNNs)
that learn long-term dependencies in data by remembering information for long periods of time.

LSTM introduce a ‘memory cell’ structure into the underlying basic RNN architecture using four key
elements: an input gate, a neuron with self-current connection, a forget gate, and an output gate

The data in the LSTM memory cell flows straight down the chain with some linear interactions (x,+)
The cell state s, can be different at each of the LSTM model steps & modified with gate structures
Linear interactions of the cell state are pointwise multiplication (x) and pointwise addition (+)

In order to protect and control the cell state s, three different types of gates exist in the structure

@

240,

-PKX \=k

Lo )1

1

X 1

Gated Recurrent Units (GRUs) are a simpler T :

version of LSTMs that offer comparable - ]
performance with reduced computational

cost.

Xt-l Xt Xt+1




Medical Timeseries Data Analysis

remar - vea Sput

* Sequence data, by definition, entails that the order of the === - ——
data is important, but also that future values depend on | aog S0
past values. AN ‘ ", 2510 _(15)

'l VRN PR

 Medical data (heart rate, blood oxygen levels, drug
concentrations...) is a specific example where it is
extremely beneficial to be able to draw predictions and

diagnosis from timeseries data. e
* These timeseries are usually quite long, spanning days or ntpss//os phills.de/healthcare/
weeks, and far too difficult to be analysed. A
* Digitisation made it possible to store this data in ’ﬁ' n ) 0
Electronic Health Records (EHRs), thus building large W7 \?‘
databases full of information to be mined and to develop o go.4
diagnosis and treatment methods. < if, & 3



Respiratory Disease

* Respiratory diseases can have several causes including
trauma, viral or bacterial infections, etc.

* Their effects are wide-ranging, including blood acidosis as
oxygen levels in blood drop, increased heart rate,
decrease blood pressure and a cascade of events that can
lead to multi-organ failure.

* Treatment usually begins with mechanical ventilation

which also causes stress to the lungs potentially causing Obstructive Restrictive
injury and subsequently collapsed compartments or tung Disease Lung Disease
thrombosis. _
Respiratory
* |CU staff usually have protocols to deal with lung injury Disease
but they are very subjective, and can vary within the same
institute, and from one hospital to another. chronic REspitarory

Respiratory Tract
BINENS Infection

Lecture 11 — HPC Applications in Health and Neurosciences 14 /34



Use Case: SMITH and ARDS

o MEDIZIN

* INFORMATIK

e Acute Respiratory Distress Syndrome (ARDS) is a rare |
condition that affects ICU patients, but has a high mfyf )
mortality rate. ,?-\ % Mi/. &“

* There is consensus on how to diagnose the condition, but \l'/ N
not how to treat it. sah B

* This is one of the use cases of the Smart Medical \',{@ N
Information Technology for Healthcare (SMITH) .
consortium grouping major research institution in UKH  (funvesiaometisnesen
Germany. o

* The aim is to develop algorithms that can efficientlyand .. | ggelil” ‘
accurately diagnose the onset of ARDS, and potentially ~RWTH I 5 1;2!“9:}!3‘ UK
provide suggestions for treatment. ““'/'/’.r""!'!"'

S Universitatsklinikum u< b 'I;O””
&{Leipza? |
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Where HPC Comes into the Equation

* For a Mechanistic model to be able to diagnose
and treat, it needs to learn and that requires
data:

HPC Simulation ]
(Computational Science/Engineering Application

) i ) Zp’yﬁl,xpdtm"ﬂ The “full loop of Scientific Big Data Analytics’ jdufj}'”lyff
* The largescale analysis, cleaning, and preparation of | v e
data requires well adapted resources for storage and
processing. ((osta antyss/anatyics e, sotving i on |
* Running multiple simulations with each patient’s T Rese
data to understand how small changes in (oo T wres
parameters affect their overall state take up a lot of S
time. [8] Th. Lippert & M. Riedel et al.

* Exporting this data and using it to train a numerical g St ™ ™ o eitive modeliing Machine for
model requires efficient processing resources
* Solution: use available HPC Resources!

«  Critical state detection Algorithmic Surveillance of ICU Patients
proper modelling techniques. '

Prognosis for
Individual patient

Patient Data

= Simulation and analysis have to go hand in hand in order to build

=  HPC simplifies and accelerates the process. Patent subgroups ASfine | el EXMNA Madriolee

& classifiers Subgroup specific predicion
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Use Case: COVID-NET

convixi

* Given the Covid-19 pandemic, a lot of research ==
was done in order to provide effective screening /- ' | H
of Covid-infected patients. [

* COVID-NET is a CNN trained on a database of
Chest X-Ray (CXR) images in order to distinguish
between healthy, pneumonia, and Covid-19
patients.

y
|

\
\
1
\ |
!

'~ B~ B P P B~

1 (30x30x216
30x30x224
30x30x216
30x30x216]

ﬂ
Fy  PEPX 3.1
Pg  PEPX32(
q,_ I PEPX 33
; PEPX 34
‘P—
‘l PEPX 3.6

~ o S~ ~—

input image (480x480x3)
conv7x7 (240x240x56)
PEPX1.1(120x120x56) o 4
ff \
| P PEPX1.2 (120x120x56)
PEPX 1.3 (120x120x56)
PEPX 2.1 (60x60x112)
PEPX 2.2 (60x60x112)
g PEPX 2.3 (60x60x112)
' PX 2.4 (60x60x112)
EPX 3.5 (30x30x216
.6 (30
PEPX 4.1 (15x15x424)
PEPX 4.2 (15x15x424)
PEPX 4.3 (15x15x400)

[6] Wang et al.

* The results were compared to VGG-19 and
ResNet-50 and highlighted the effectiveness of
COVID-NET.

Healthy Patient
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Where HPC Comes into the Equation

Table 1: COVIDx Database Image Distribution

* The original CXR database contained 13.975
The original CXR database contain T T T
. . L. # of Images 8.066 5.538
* Proposed project was to confirm the initial
results, and then apply transfer learning by

training the network on new data from a different [+  transfer Learning: applying a pretrained
dataset. network on a new problem that has new

. . . data.
* Data provided by E-Healthline consists of 1.066 =
Images for tralnlng and 4'115 Images for teStIng. Table 2: E-Healthline Database Image Distribution

* Partial use of the data to test out the approach -

shown in Table 2.

Train

» Data storage and training done using the — 1500 97 o
resources available on the DEEP cluster and
eventually on the JUWELS cluster (Fastest
Supercomputer in Europe).

Total 1.898 118 186
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Current Real World Applications

hme, 4,75
How cgronavlrus

spreads

4. 2
w




Applications in Health and Neurosciences

HPC in Neurosciences

20/ 34



The Face of Neuroscience




Impacts of Artificial Intelligence in HPC Design

Co-Design via Requirements from Machine/Deep Learning Applications & Innovative Simulation Sciences

IDEEP

Projects

Module 1
. Central
' Clus

High Energy Physics Earth Science Space Weather

* —
- SCALE
BOOSTER
N Module 5
» FQEEKV.STT(I)(N Data Analytics Module Deep i
] Learning
. . SCALABLE DATA ! | |
Molecular Dynamics Neuroscience Radio Astronomy e ANALYTICS /{' \ 1 | workflow
SERVICE MODULE X :
MODULE ’ ] P
- Module 4 Module
Quantum Neuromorphic .
HBP Annealer system  Climatology
. workflow
Data Analytics on - M
— workflow

https://www.deep-projects.eu/

= Neuroscience was one of the core concepts
of the HPC design.
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Data Science Platform for Healtr

[“ Covid-19 Chest X-Rays Analysis ] [“ ARDS Time Series Analysis] [\ﬁ Neuroscience & BigBrain Research ]

’I‘
\ 4 L 4 \
Infrastructure || .=r+* “ * 35 HIBALL & Canadian
PRACE EEr 133
PRACE  ||SECY, 7557 Gt [D UM S“percompmer] EIED  pra infrastructure
A A
v —
Modular ' ‘ — 1 Canadian CBRAIN
HPC Singularity Docker L) Resource Execution
‘ System Container Container - i
Environment &% Environment L
DEEP - DAM dodcker ->[ﬁ Bourreau] cbrain)
__________ JA_ —_— — — —_— — — — — —_— ¢_ — — — —
\ 4 \ 4 \ 4
MPI & .- Distributed AT L JupyterLab a Git-based Data
OpenMP iio Training L —H (b e & Jupyter Management __
Libraries g Tools 4 ML/DL - Notebook cubDNN )Gl‘d b
e DeepSpeed Tensorriow Libraries |l jupyter Libraries || &
)
N N
\ 4 \ 4 \ 4 \ 4
: Palzrillel Scalable Network Irll;lwovatlve aﬂ Multi-core [@ NVIDIA GPUs] Many-core
i ile Stora?ge Attached| | emory Processors Processors
System [ Service £-74 Memory H|fararch|es (high single thread (‘Accelerators’ with low
(Lustre) } Module —— with NVMs performance: ~24 cores) P performance, ~7000 cores)
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processing-
intensive
applications

computing
infrastructures

innovative
computing
resources

technology
libraries &
packages

key
hardware
technologies
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How a Data Suence Platform Comes Together

processing-

E-i- > " _] intensive

| — | applications

— » Before we use HPC for Neuroscience applications, we 1 computing
need to set up the infrastructure for data storage, infrastructures

management, and processing.

', Before employing compute and storage resources, we |} | innovative
‘ [ t.
need to establish protocols for data and software osourCes

communication and versioning.

Ch Before that, we need to have the proper software 1 ecrnone

modules for the task at hand. fbraries &
d . g packages
4+ But first and foremost, we need to have the proper -

hardware resources that can load this software,
[ communicate the data, and perform the required tasks. }p- key

Prsl - hardware
technologies




Container Management — Docker Example

* Open-Source ‘containerization of software’ tool
* Docker container enable a software to be ready-to-run

* ‘Container images’ contain everything that is needed to run:
source code, runtime, system tools, specific libraries, data,
etc.

* Enables flexibility and portability on where the
application software is able to run (‘towards a standard”)

* Basis for specific offerings (e.g. Ubercloud & Engineering)

= The coreidea of Docker is to provide a software container with all required
_& software elements that guarantees that the application within the software

| BinsiLibs | container will always run the same way, regardless of the environment it is
. docker running in or which cloud infrastructure is used underneath
Docker Engine

" Docker is an open-source tool that automates the deployment of applications

. [9] Docker Web page e : :
within so-called software containers that can be bundled as a Docker image
[10] Ubercloud CFD and broadly used in Clouds today

. Docker enables an easier migration for applications from one cloud to another
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Virtualization vs. Container Approaches

* Virtualization (high storage footprint)

* VMs include application, binaries, libraries and an
entire guest operating system (=tens of GBs)

* Containers (low storage footprint, vendor-lock free)

* Include application, all dependencies, runs isolated, but
share kernel of the operating system with other
containers (vendor independence)

APP 1 APP 2 APP 3

BINS/LIBS BINS/LIBS BINS/LIBS
GUEST OS GUEST OS GUEST OS ‘ BINS/LIBS \ BINS/LIBS .&

oo | docker

INFRASTRUCTURE

26 /34
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Software and Data Versionin

Discover Data

Datalad has built-in support for metadata extraction
and search. With only a few steps, you can search
through a large collection of readily available

datasets and immediately download them.

Publish Data

Datalad supports sharing datasets with the public or
just some colleagues on platforms that you are
using already — no need for a central service. You
have complete freedom to share your work in
multiple platforms simultaneously (your own server,

DropBox, GitHub, etc.) without losing track.

Consume Data

Datalad offers direct access to individual files —
great when you only need a few files from some large
datasets for an analysis. Files in a dataset can be
distributed across multiple download sources with
tailored permissions to match your data privacy

needs.

Reproducibility

Datalad provides joint management of analysis
code and data. This enables you to comprehensively
track the exact state of any analysis inputs that
produced your results — across the entire lifetime of

a project, and across multiple datasets.

g — Datalad Example

dala

DataLad can help
with small or large-scale
data management

https://www.datalad.org/

Data Portal

The Datalad project operates a crawler that regularly

indexes datasets from scientific data portals such as
and , making them trivial to

acquire and work with using DatalLad. Take a look at

the

I » Great source: Datalad itself offers a massive amount of information about the technology and its usage: handbook.datalad.org

Lecture 11 — HPC Applications in Health and Neurosciences
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DatalLad — How it Works

* Free open-source data management tool

create new, empty datasets to populate... Consume existing datasets and stay up-to-date

% datalad update

your % datalad create-sibling place

Create sibling datasets to publish to or update from

A % datalad create

or transforr

% datalad create -f

m existina directories into datase

e Usable via command-line
or for developers also via APIs in Python

import datalad.api as dl
dl.create(path="mydataset")

datalad create mydataset

dala

DatalLad can help
with small or large-scale
data management

modify the
dataset

save v.

changes

% datalad save /\

https://www.datalad.org/

Built on top of Git & Git-annex versioning tool
Version-controlling arbitrarily large content:

version control data & software alongside to code
Transport mechanisms for sharing & obtaining data:
consume & collaborative on data analysis like software
Computationally reproducible data analysis:

track & share provenance of all digital objects
Interesting for large datasets (e.g. CFD simulations)

I » Great source: Datalad itself offers a massive amount of information about the technology and its usage: handbook.datalad.org

Lecture 11 — HPC Applications in Health and Neurosciences
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How it all Comes Together on the Platform

. Some preparstion Neuroscience Image Analysis
proceSS|ng' $ mkdir winterschool winterschool cache winterschool_tmp

I8 4 . . . . . 5 . . . . o $ chmod +w winterschool_cache

“Cowd-w Chest X-Rays Analysis m ARDS Time Series Analysis & % Neuroscience & BigBrain Research intensive § export STHGULARITY_CACHEDIR=5(nktemp -d -p "$(pud) /winterschool_cache")
| - | 24 . . $ export SINGULARITY_TMPDIR=$(mktemp -d -p "$(pwd)/winterschool tmp")
appllcatlons Pull the docker image:

’A
I‘_ $ cd winterschool ) t i
v— - - S - S S O . . . . $ singularity pull hws.sif docker: /fglatar'd/'hws| q q iy
L 4 i i “@?

* . Step into the container
Infrastructure || .=F+" "+ 35 HIBALL & Canadian computin § singudoricy shell s it ‘
Pﬂ‘ﬂ[ EEE* *32% jEl!ﬂodHnaPkc LUMI Su percomputer m . . p g (the prompt changes to ~>Singularity’) "
PRACE & =7 Joint Undertaking CBRAIN infrastructure infrastructures| cowtosd » datasec: L,
$ git config --global user.name “Your name”

A A A ammmuun® LA $ git config --global user.email “peturhelgi@gmail.com” \ s ,
LR
guunusn® =

Singularity> datalad install https://github.com/CONP-PCNO/conp-dataset.git

v — v...---l

Modular Modular (" o Tl Canadian CBRAIN | '
_ R . . P = innovative
‘ HPC %;‘4\ HPC mﬂ Slngulzf\rlty
2 . Container
System || 2 System

Docker /) Resource Execution )
= | Contalner 1 _ _ Computlng Training and Validation Loss of the GRU mode|
r . -----r .
DEEP - DAM JUWELs |_ (8 Environment docker TVITONMENtY - >[ii B°“”ea“] CEIE | resources

ARDS Time Series Analysis

input: | [(7, 1000, 6)]
t: | [(2, 1000, 6)]

GRU_Layer_1_input: InputLayer

input: (7, 1000, 6)
output: | (?, 1000, 32)

I

input: | (2, 1000, 32)
output: (?, 32)

outpu

GRU_Layer_1: GRU

_—e—e—e—_—e————— — . -lIT-V

v v IIIIIIIIIIIIIIIIIIllllIllI
JupyterLab a Git-based Data

a MPI & |str|buted a .
OpenMP "' Tra|n|ng ' =il & Jupyter Management . i )
Libraries @~ ML/DL .« Notebook cUDNN Yala = libraries &
$ UeeDbDeeO Tensor Libraries JupyterFKar‘leS & ) paCkageS oy L Covid-19 ChestX-RayAnaIysis
* Trrveee, ;m” ﬁ o= .-']J =l Covid-X
B 7 - = e=eemamL Covid-Net '.*/* & = Dataset

TEaay
v v""l---...__ #1/bin/bash

# Load required modules
module purge

GRU_Layer_2: GRU

input: | (2, 32)

technology

Output_Layer: Dense
et tay output: | (7, 1)

module use $OTHERSTAGES
module load Stages/2020
module load GCCcore/.9.3.8
hardware module load Python/3.8.5
module load TensorFlow/2.3.1-Python-3.8.5
E module load OpenCV/4.5.8-Python-3.8.5
tech nologles # Activate Python virtual environment
source /p/project/training2184/ingolfsson1/jupyter/kernels/ingolfssonl_kernel/bin/activate
# Ensure python packages installed in the virtual environment are always prefered
export PYTHONPATH=/p/project/training2184/ingolfssonl/jupyter/kernels/ingolfssonl_kernel/1ib
exec python -m ipykernel 4@

= Parallel ) Scalable Innovative
File Storage

Network

Attached Memory

System | Service =7 4 Memory Hierarchies

(Lustre) / Module with NVMs

Processors
- (‘Accelerators’ with low
; performance, ~7000 cores)

[@nleA.\ GPUs] Many-core

Processors
(high single thread
performance: ~24 cores)
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The Big Brain Project

BigBrain Project HIBALL About ¥ Maps & Models Tools & Services Community ~

Creating the next generation of highly detailed human brain models by building
on the BigBrain - the first openly accessible, microscopic resolution 3D model of

the human brain.

view data in browser

access the dataset

@) JULICH McGill

Forschungszentrum
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