Overview IHPC National Competence Center for Al and HPC in Iceland @ EuroHPC Summit Week 2021

PROF. DR. — ING. MORRIS RIEDEL, UNIVERSITY OF ICELAND / JUELICH SUPERCOMPUTING CENTRE (JSC)
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Prof. Dr. — Ing. Morris Riedel (from ~2004 in HPC) — Since 2013 @ Uolceland

* Holds PhD in Computer Science (from Karlsruhe Institute of Tech.)
= MSc in data visualization and steering of data-intensive HPC & Grid applications

= Over the time many Positions at Juelich Supercomputing Centre, Germany
= OS, Grid divisions; later deputy division leader federated systems and data
= Currently: Research Group Leader — High Productivity Data Processing

[15] Morris Riedel Web page

= Selected other recent activities

= Working with CERN & LHC & Grid/Cloud (Strategic Director of EU Middleware)
= Architect of Extreme Science and Engineering Discovery Environment XSEDE (US HPC Infrastructure)

= Co-Design of European Data Infrastructure (EUDAT), Research Data Alliance Big Data (Analytics) Chair,
DEEP-EST HPC design, steering group of Helmholtz Artificial Intelligence Initiative [5] EuroHPC Joint Undertaking

= European EuroHPC Joint Undertaking Governing Board member for Iceland # *** EuroHPC

¥*
O * J

[16] High Performance Computing Course Fall 2019

= University courses

= University of Iceland Courses: HPC A / B, now High-Performance COmpuUting 117 ctoud computing & ig bata Course Fail 2020
= Statistical Data Mining, Cloud Computing & Big Data — Parallel & Scalable Machine & Deep Learning
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International Collaboration Partners: Juelich Supercomputing Centre & LUMI

[5] EuroHPC Joint Undertaking

/" Moduwe1 » High-scale
Cluster Simulation

workflow

EuroHPC

Module 6 \
Multi-tier Storage
System

.
-. LUMI system architecture
LUMI is aTier-o GPU-accelerated
A supercomputer that enables the MG, — .
convergence of high-performance GPU . Tier-o GPU partition
computing, artificial intelligence, ~ LUM-C:  Partition Ay
Module 5 and high-performance data P;rf{’m Analytics
Quantum : analytics. Fadition Interactive partition with
Module Dat;:;allytlcs A [ Soplemenay e | o very large shared memory
ule \ CPU partition Cptalni: Figh-speéd A(L(Li\!::i;d and gr:iph\(s GPUs fur data
it AN AN AN / + M, LandXL memory 5Elwd interconnect SEorade analytics and visualization
Module 4 nodes ervice
Neuromorphic : : y Possibility for combining } Flash-based storage layer
Module - y different resources within a M, Lup: with extreme 1/0 bandwidth
single run St WM Siiage and I0PS capability
- ct
Dee . Encrypted object storage s iy o
P Data Analytics Sl T e Senice Large paralll storage
i
Learning 4 workflow
workflow [6] LUMI Supercomputer

MEP 1] DEEP Series of Projects Web Page
1] f Proj g

Despite the strong collaborations, it is
important to have local HPC resources
in Iceland for education & research (!)

Application Co-Design

amp.\%’%..

[2] YouTube, ’flexible and energy-efficient supercomputer:
JUWELS is faster than 300 000 modern PCs

=
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DEEP Series of HPC Projects — Modular Supercomputing Architecture Research

University of Iceland: remote sensing
application co-design of HPC systems

Sate
%iﬁj} UNIVERSITY OF ICELAND

B oy 00

Strong collaboration
with our industry partners
Intel, Extoll & Megware

el

B Norwegian University
mJ of Life Sciences

N

@\_&g’ Z Fraunhofer
— ITWM

EXTOLL. “y

3 EU Exascale projects
DEEP, DEEP-ER, DEEP-EST partners Intel, Extoll & Megware

Strong collaboration with industry

27 partners =
Coordinated by JSC

Juelich Supercomputing Centre @NCSA
» EU-funding: 30 M€ implements the DEEP projects designs in TIDEEF \
JSC-part > 5,3 M€ its HPC infrastructure Projects

Nov 2011 — Mar 2021

[1] DEEP Projects Web Page
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DEEP Series of Projects — Research Examples & Need for Academic HPC Centres
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System
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Quantum
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Data Analytics
workflow

Space Weather
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Radio Astroenomy

= processing-
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S — applications
Infrastruct C TNy HE Microsoft . ;
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2 Container |[«l==r Container " % Amazon Machine Image computing
System H System fs Environment| = Environment| / aws (AMI) & Elastic Map resources
DEEP - DAM || ™ JUWELS & Jocke Reduce (EMR) Example

Deep
Learning

R S———— -h---nr-r-r-'-'-f-" " v

Distributed
Training
of ResNet-50

MPI & Parallel Dlstrlbuted N JupyterlLab Apache
OpenMP . SYM . Training ﬁl D"" 0B/~ & Jupyter a Libraries tle_ghn9logg
Libraries Tools o |_V”-/[_)|- . Notebook cuDNN mmq s
DeepSpeed oo Libraries J 5o (ipraries Sp ark packages
S ’-‘____ﬁ___l
\ 4 v A 4 V.
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= File Storage Attached| | emc;]ry Processors Processors| hardifare «..
System | Service £-4 Memory HIf—.‘ral’C ies (high single thread (‘Accelerators’ with low technologies
Lustre) / Module = with NVMs performance: ~24 cores) performance, ~7000 cores)

The modular supercomputing architecture (MSA)
enables a flexible HPC system design co-designed by
the need of diverse research application workloads

#128
GPUs
in parallel

[11] R. Sedona & M. Riedel et al., MDPI, Journal of Remote Sensing

Commercial cloud computing is no option to be used here
instead (e.g., Amazon Web Services charge 24$/hour GPU
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Research Examples — Quantum Module with D-Wave Systems Quantum Annealer

processing-

(2) eSVM (b) aSVM#1

[},’2) (Near) Real-Time Processing ][*1 Ep rie] »—|Distributed) DL Training] [ 2k ML Hyper-parameter Tuning & NAS|| intensive RS .'@‘ ‘ ,..:
- — applications R [ e
_____________ 'L Fo—————-——-y o S .
BBl Microsoft | Cloud t " " . (P
PRAC, HPC Infrastructure HE Azure Commercial Clou 'JUNI@Juehch Unified Infrastructuref] compuiing 5 0"‘5
@ PRACE Y Google Cloud Vendors for Quantum Computing |linfrastructures L, _ —
v e e
Other Modular L* E g AWS EC2 & DL D-Wave innovative _index]
‘*15 I .
EU .,-.4!1. HPC ' Amazon MaCh'T'E Image Systems computing (ensembles due to
HPC System: [ fC g, [AMI) & HIBEHICMAD Quantum W rasoyrces small datasets
Systems JUWELS Reduce (EMR) Example Annealer compared
_ll\_ - _ _"} e - - _A '_ o _)T\ [9] Approaching Remote Sensing Image Classification to full datasets on
v v v v with Ensembles of SVMs on thf:' D-Wave Quantum CPUs/GPUs)
MPI = parallel @ ML/ DL . Apache D Wave - Qiiant technology Annealer, G. Cavallaro & M. Riedel et al.
OpenMP SVM Libraries L|brar|es 0‘393" SVM i i
L”_v M libraries & .
Modules & APls Python packages Morris
/ DeepSpeed lerarv Code Riedel
v V
P \ulti-core “ANVIDIA. GPUSs Many-core Quan_tum Quan_tum key —
Processors Processors Chip Chip hardware Demystifying
(high single thread . o (‘Accelerators’ with low 4 PEEBSUS' 4 DWZOOOQ technologies Quantgm
performance: ~24 cores) performance, ~7000 cores) ~5000 Qubits 2000 Qubits Computing

@ Parallel ML implementations still rare (MPI/OpenMP) ) | 5 ) Costs of GPUs of CC vendors (e.g., EC2) tough, 24$/hou) Legend:

‘ 2) Open source tools good, but all need to fit in versions ) @ GPU hours are free, but requires time grant proposal )
‘ 3 ) Using very many GPUs beyond NVIink could be tricky ) ‘ 7 )Free GPUs in Google Colab vary in the available types )

Highlighted
Challenges &
‘ 4 ) Look & feel of CC vendor ML services differ signiﬁcant@ ( 8 ) Works not yet with multi-class problems & large data ) Experiences

>0 oo

[8] Quantum SVM, D. Willsch et al. [7] M. Riedel, UTMessan 2020 YouTube Video
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[4] CoE RAISE Web Page
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Open PhD Position Available in EU Project RAISE @ Iceland

RAISE

Center of Excellence

[10] Open PhD Position, RAISE EC Project @ Iceland

Information

The PhD position is funded by the EU project Center of Excellence "Research on Al- and Simulation-Based
Engineering at Exascale” (CoE RAISE). This project will be the excellent enabler for the advancement of
European multi-physics and/or multi-scale applications on industrial and academic level and a driver for novel
intertwined Al and HPC technologies.

@ Supervisor: Prof. Morris Riedel (University of Iceland)
& ©Co-Supervisors: Dr. Gabriele Cavallaro (Jilich Supercomputing Centre) and Prof. Magnus Orn Ulfarsson
(University of Iceland)

(O Starting date: January 2021
1 (Due to the current corona pandemic, the first work period can be conducted remotely)

@Location: Reykjavik (Iceland). You will be employed at the University of Iceland. A research stay at the |ilich
Supercomputing Centre (Forschungszentrum Jiilich, Germany) is envisaged for a minimum period of time of 6
months. To obtain your PhD degree at the University of Iceland you will have to acquire 30 ECTS from courses
and seminars. Your working hours will be not monitored and working from home will be largely permitted.

. Goal: pioneer the research of advanced deep transfer learning methods in the context of complex learning
scenarios in applications from remote sensing. The priority will be put on the investigation of the transferability
capacity of Deep Learning (DL) models with meta-learning and Neural Architecture Search methods.

& A @ @ GResearch Group: be part of our joint research group “High Productivity Data Processing" at
University of Iceland and Julich Supercomputing Centre. The group is highly active in developing parallel and
scalable machine (deep) learning algorithms for remote sensing data processing and many other types of
applications (i.e., medical research and retail sectors).

‘®Working Environment: Direct access to high performance multi-GPU systems equipped with the state-of-
the-art of DL frameworks (TensorFlow, pyTorch, Chainer, Horovod, DeepSpeed). There is also the possibility to
access innovative quantum computing systems.

[E7 Other information: You will have the possibility to participate in international top conferences in the field of
machine learning, HPC and remote sensing. You will be put in contact with several international partners for
initiating research collaborations that match the topic of the PhD.

[E Background education: MSc degree in computer science or computer engineering. Level of English >= B2.
@Required knowledge and experience: deep leaming (Convelutional Neural Networks and/or Transformers)
and Python programming (TensorFlow and/or pyTorch). Experience with parallel programming (OpenMP and

MP), High Performance Computing (HPC) and remote sensing data processing are a substantial plus.

¢ Apply: Send your CV, a cover letter and the transcripts of records of your bachelor and master to Gabriele
Cavallaro: g.cavallaro@fz-juelich.de.

Apply now

IHPC Icelandic National Competence Center for High Performance Computing and Artificial Intelligence

Morris Riedel b
t Professor & Head of Research Group High Productivity Data Processing Juelich ...
e

3mo .

? Dr. -Ing. Gabriele Cavallaro - 1st
. Machine Learning | HPC | Remnote Sensing. Deputy Head of a research group @ Jl..
Imo - @
<3 Fully-funded PhD position in our "High Productivity Data Processing" research
group at the University of Iceland - Haskéli islands
...5ee mare

PHD POSITION
IN ICELAND"
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= EuroHPC Joint Undertaking Project i? EuroHPC

= 33 Countries as Partners

= 50% funding only for University of Iceland
(in-kind funding by person Prof. Dr. — Ing. Morris Riedel &
Prof. Dr. Ebba Hvanberg)

= Goal: Establish National Competence Centers (NCCs)
in the area of HPC & Al to bring national activities together

The National Competence Center (NCC) for Iceland of the
EuroCC project represents our already established IHPC &
IRHPC activities is fully complementary to those activities

=  Major activities: Community building (including industry)

[12] EuroCC Project By -

roadmap

setting up NCCs definition

o o

timeline 15t NCC meetings arranged roadmap periodic report
<M01> <M04> <M12>

IHPC Icelandic National Competence Center for High Performance Computing and Artifi

WEuroCC EU Project: Building National Competence Centers for HPC & Al

EuroCC funds two research
activities for the University of
Iceland in the area of neuroscience
& computational fluid dynamics

15t phase of 2"d phase of
realisation & realisation &
implementation implementation

continuation
funding planed

o

final report
<M24>
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Community-building with Simulation & Data Labs — Lessons Learned

.' H ELM HOLTZ i.%gé&ﬁh!;‘,}ﬁ%.‘?““ ‘For some years now there has been a growing realisation that

: m application software is lagging behind HPC hardware

Communities

Research developments. While several Petaflop-scale supercomputers are
: . y now available worldwide, it is becoming increasingly difficult to

Groups y:ﬁ;f: s ‘ ' J U LI c H | Srtcomrumne exploit _these machines with single applications. Substantial
9o 2 Forschungszentrum | CENTRE efforts are needed in order to enable computational science

communities to solve problems with high scientific impact
through efficient use of high-end supercomputing resources.

To help meet this challenge the Juelich Supercomputing Centre
(JSC) has proposed a new type of domain-specific research and

-mm

{ Fluid & Solid %

3 . L e 2T support structure: the Simulation Laboratory.’
Simulation W v
Biol Astro-
Labs WE pyics ]
S Lessons Learned:

Lessons Learned:

v" The heart of an academic HPC Centre
v" Do not disconnect Simulation and Data Labs & role-out over whole Juelich campus

are the people doing the research
that is a key differentiator to cloud
computing companies (e.g., Amazon
Web Services, MS Azure, or Google
Platform/Colab) & ensure funding

Exascale g PADC
co-design ey

Support
=

Sectional
Teams

Visualisation ;}

Uolceland IT Center Department
v’ Services for Scientists like Selected Benefits & Lessons Learned:

cross-setional teams? v' Approch proven to be extremely succesful in HPC for over 15 years now (e.g., JSC)
v" Build up services to promote v ‘Support’ is often better from domain-scientists that knows domain substance

IT in the university v/ Some ‘Support’ can be considered domain-specific research as part of codes/scaling
v' Links to PUHURI v' Lab members gain visibility in their community & strengthening over time the

competence center IRHPC profile having a clear long-term identity for each member

[13]JsC Simlabs v ‘Stronger community’ links by having domain-specific researchers in the labs

IHPC Icelandic National Competence Center for High Performance Computing and Artificial Intelligence 10/21



EuroCC Proposal — First Steps towards Potential SimDatalLabs in Iceland

@ Selected
Research @
EURO Umvers'lty' Nanophysics &
New of Reykjavik Properties of small,

Communities &
Organizations

vacuum electronic
systems
(Andrei Manolescu)

Permutation patterns
& algorithms to
automate the discovery
and verification of
results in discrete
mathematics

Natural Language
Technology
(Hrafn Loftsson,
Jon Gudnason)

Selected
Research @ The
Icelandic
Innovation
Center

Simulation of
multiphased

viscoplastic flow
(Jon Elvar Wallevik)

Computer Aided
Engineering & Flow
& Material Simulations

r. W

Weather & Volcanic
Studies

move

Hydrological
modeling
Selected

(Henning Ulfarsson)

Pis of ‘Old HPC Rannis‘ proposal as candidates for SimDataLabs in Iceland

Research @
Icelandic Met

____ /

New dark matter

Natural Language
Technology
(Anton Karl Ingason)

Investigation & Design of
New Catalytic Processes
(Egill Skulason) Novel
Electrocatalysts &
Multi-Scale
Modelling of
Reactive Materials
and Processes
(Hannes Jénsson)

Parallel & Scalable
Machine Learning
of Remote Sensing
Datasets
(Morris Riedel)

physics

(Jesus Zavala

Franco)
Time-dependent
electron transport
through a strong

Electron heating in
electronegative
capacitively coupled
discharge of
complex Chemistry
(Jon Tomas
Gudmundsson)

cavity photon field
(Vidar Gudbmundsson)

Office

Image processing for
evaluation of the
ventricular system in
health and disease
(Lotta M. Ellingsen)

Automated
assessment
of cerebral
autoregulation & coupled
dynamics using NIRS &
EEG scoring
(Tomas Philip
Runarsson)

Pls of ‘Old HPC Rannis‘ proposal as candidates for SimDataLabs in Iceland

praie e = LUMI HPC New GARPUR

o 3 EuroHPC | Pre-Exascale UTS Team & IRHPC :PC 'I:;:fol

X o Research Facility PUHURI Cluster Researc.: IFacll |tz
in Finland I in Icelan

Technical Ops

IHPC Icelandic National Competence Center for High Performance Computing and Artificial Intelligence
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SimDatalabs in Iceland — Confirmed Participation (Work-in-Progress)

Simulation and Data Lab Computational Fluid Dynamics

IHPC

IHPC

In operation v Support Community History Acknowledgements Hafdu samband — Contact us In operation v Support Community ~ History Ac ledgements Hafdu samband — Con

All Community Experts

Communlty Community Simulation and Data Lab Neuroscience

To get information regarding upgrades, downtime or some other important issues then we will send those information to users with err Simulation and Data Lab Computational Chemisiry

To get information regarding
get those information then p
mailing list can send to it.

b if you would like to
I moderators of the

get those information then please sign up. This is not used very regularly so don't worry about getting spammed through this list and or

mailing list can send to it. Simulation and Data Lab Computational Fluid Dynamics

IHPC mailing lis . . - - \ |
. N Simulation and Data Lab Electron, optical and transport properties of nanoscale ms — Computational Physics

IHPC mailing list

To get information to HPC admins, then please send an email to help@hi.is and include HPC in the subject. . . R e ——

To get information to HPC aiile “ o L emote sensing

Natural Language Processing Lab
Simulation and Data Lab Ac and Tactile Engineering

[14] IHPC Community

Simulation and Data Lab Health and Medicine General informatio

The Simulation and Data Lab Sensing the visibilty on search between

Simulation and Data Lab Software Engineering for e-Science Pting, The Semato o R 1 s ity ofleeland a

Selected Discussion Topics:

v' Governance of Labs: Bottom-Up by PI, but optional Executive Advisory Board (EAB)
members could be used to guide & ‘review’ labs on a yearly basis (could be useful):
labs of Juelich are ‘friendly’ reviewed on a 1-2 years basis as part of funding program
Engagement with Industry: ISOR, MATIS, MAREL, DECODE (work-in-progress), etc.

Including Start-Ups: Nordverse (medical NLP, done), Treble (Accoustic, done), others?
Relationship to our new IRHPC & steering board activities 2> Logo for IRHPC/NCC?!
Teaching better topics of relevance in HPC Course for Iceland, other activities?

Jointly engage in future funding together, e.g. v v‘i
EuroHPC Master of Science in HPC program and \, '
many other activities planed in Horizon Europe

AN NI NN

y

\/

§
/

IHPC Icelandic National Competence Center for High Performance Computing and Artificial Intelligence 12/21



Lecture Bibliography

IHPC Icelandic National Competence Center for High Performance Computing and Artificial Intelligence 13/21



Lecture Bibliography (1)
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= [9] Cavallaro, G., Willsch, D., Willsch, M., Michielsen, K., Riedel, M.: APPROACHING REMOTE SENSING IMAGE CLASSIFICATION WITH ENSEMBLES OF SUPPORT
VECTOR MACHINES ON THE D-WAVE QUANTUM ANNEALER, in conference proceedings of the IEEE International Geoscience and Remote Sensing Symposium
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https://igarss2020.org/Papers/ViewPapers.asp?PaperNum=1416

= [10] Open PhD Position for the RAISE EU project @ Iceland, Online:
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https://www.researchgate.net/publication/338077024 Remote Sensing Big Data Classification with High Performance Distributed Deep Learning
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Acknowledgements — High Productivity Data Processing Research Group
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Appendix
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Research Examples — Remote Sensing Al & HPC Applications

- — processing- Deep
[““"?l? ; (Near) Real-Time Processing ] [p Exploration of Qil Reservoirs] [@ Earth Land Cover Classification ] intensive Learning
N — : applications
- —————----- —
** o BN Microsoft . 9
Infrastructure || 2F+* " "«335  EuroHPC LUMI Supercomputer B Azure Commercial Cloud| computing
PRACE E 9=j3  Joint Undertaking P P aws i
¥, "3 Y Google Cloud Vendors infrastructures
_________ A
\’ A=
Modular Modular (_ ] i
i HPC 5 HPC Singularity Docker i il 'J A AWSNI;ZCZh& D:_ mnovatl.ve
System System ﬂl’ Container (€ = Container | — mZIZ\EI)In g Ealc |r1eMmage computing
fs Environment Environment| aws ( ) astic Map resources
DEEP - DAM JUWELS | &/ docker Reduce (EMR) Example
S S —— = e e s e el e * ® el " AL " Distributed
v v .-..-----.-H‘-H‘i e v Training
MPI Parallel JupyterLab Apache -
& S D|str|buted AN ) upyterlLa “ L't? _ technology of ResNet-50
OpenMP . Tralnlng " ) ! & Jupyter ibraries . .
Libraries|| -\ €< M'—/[?L =2 Notebook cuDNN ARACHE libraries &
$ v Ueeobneeo renserrow Libraries ||| e [ipraries || 9 Spqr packages .
N /t A A
— _v_ — v v -_— e —l..—..— —_— @[ | HorovoD 28
Pa;$||e| Sscalable Network Irll;\:r\;a:rve i 4 Multi-core [@nVIDlA. GPUs] Many- C(Ij.r'e""--. key N
S Ite Stora.ge Attached Hi h.y Processors Processors hardWare-... #128
stem ervice = ierarchies L p
(Ly stre) ) M :j" I €7 Memory with NVMs (high single thread || amup (Acceleratgrs with low technologies GPUs
u odule = performance: ~24 cores) performance, ~7000 cores) in parallel
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Research Examples — Health & Medical Al & HPC Applications

pf'OCGSSIng- ;Dﬁidﬁ:eﬁi;iziizml winterschool_cache winterschool_tmp
i g . . . . . 2 . . % chmod +w winterschool_cache
[“Cowd-w Chest X-Rays Analy5|s] [- ARDS Time Series AnaIy5|s] [».« "5 Neuroscience & BigBrain Research ] intensive 3 export SINGULARITY CACHEDIR=$(mktep -d -p “S(pud)/uwinterschool cache")
i el 4

$ export SINGULARITY_TMPDIR=$(mktemp -d -p "$(pwd)/winterschool_tmp")

¢ appllcatlons Pull the docker image:
$ cd winterschool
v_ _-TssmssmssmEEmEsmE = _H — 5§ingjga:;i; ;in hus.sif docker://glatard/hus| ’Ol'a %
Inf e ** o - w t Step into the container [ cbrain] ‘wﬁ)‘g
nirastructure | £F " "+ 33 . HIBALL & Canadian computing 8 singulariey shell /s sif
= 133 EuroHPC (the prompt changes to ~»Singularity™)
PRACE EE@} REE= - it LUMI Supercomputer| | | [EEIER) , :
* oy

CBRAIN infrastructure /nfrastructurgs .\ Gounload a dataset:

auuun®® $ git config --global user.name "Your name"

A T Ll mmun® $ git config --global user.email "peturhelgiggmail.com” s
. )

input: | (?,1000, 6)

v . .Tl"“- Singularity> datalad install https://github.com/CONP-PCNO/conp- dataset git
Modular Modular . ) WPTTIELL, Canadian CBRAIN g g
- necll wec i Singularity | LaJ" i Docker T F | Resource Execution mnovatl_ve ARDS Time Series Analysis
Conta | ner COnta | ner b | CompUtIng Training and Validation Loss of the GRU model
System System |l o : 1\ B T P A (AL
DEEP - DAM . JUWELs | (8 Environment o Environment] & [ cbrain] resources ‘ n jupyter I

GRU_Layer_1: GRU
amsEsEEEEEEEEEEEEEESH output: | (7, 1000, 32)

T ey E I\ . l

v 1’
a MPI & Dlstrlbuted JupyterLab Git-based Data , YU I
OpenMP -’. Training a \liggusl) & Jupyter a Management tle_ghn.O/O%}(/ L S— N : ourput | G, 1)
Libraries Tools ¢ VY s Notebook cudNN | | Dalka j Ibraries -
DeepSpeed Tensorflow Libraries  [{[ weyesr ! braries < packages Covid-19 Chest X-Ray Analysis

” ﬁ ]jﬁwxh_— s~ Covid-X

e . ..-.._.F k.

v W Covid-Net W'’ & = pataset

#1/bin/bash

GRU_Layer_2: GRU

input: | (2, 32)

Output_Layer: Dense

# Load required modules
module purge

. T
Network) 'OV || T Muiticore SANVIDIA, Gpiis]Yany-core| key | =k
Memory y P Yol module load GCCcore/.9.3.@
Processors rocess rst--..hardware modile Tosd Pythons 8.5
Hierarchies

module load TensorFlow/2.3.1-Python-3.8.5

Parallel \ Scalable

File Storage
System | Service
(Lustre) / Module

Attached

\_%—;a—f‘ Memory with NVMs (high single thread B < (Acceleratgrs with low technologies e oyt virest, oo
= performance: ~24 cores) performance, ~7000 cores)

source /p/project/training2104/ingolfssonl/jupyter/kernels/ingolfssonl_kernel/bin/activate
# Ensure python packages installed in the virtual environment are always prefered

export PYTHONPATH=/p/project/training2184/ingolfssonl/jupyter /kernels/ingolfssonl_kernel/lib,
exec python -m ipykernel $@
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