
Overview IHPC National Competence Center for AI and HPC in Iceland @ EuroHPC Summit Week 2021
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22TH MARCH, EUROHPC SUMMIT WEEK 2021 – ADDITIONAL INFORMATION, ONLINE

@MorrisRiedel@MorrisRiedel@Morris Riedel@ProfDrMorrisRiedel https://www.youtube.com/channel/UCWC4VKHmL4NZgFfKoHtANKg 
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Prof. Dr. – Ing. Morris Riedel (from ~2004 in HPC) – Since 2013 @ UoIceland

 Holds PhD in Computer Science (from Karlsruhe Institute of Tech.)
 MSc in data visualization and steering of data-intensive HPC & Grid applications

 Over the time many Positions at Juelich Supercomputing Centre, Germany
 OS, Grid divisions; later deputy division leader federated systems and data
 Currently: Research Group Leader – High Productivity Data Processing

 Selected other recent activities
 Working with CERN & LHC & Grid/Cloud (Strategic Director of EU Middleware)
 Architect of Extreme Science and Engineering Discovery Environment XSEDE (US HPC Infrastructure)
 Co-Design of European Data Infrastructure (EUDAT), Research Data Alliance Big Data (Analytics) Chair, 

DEEP-EST HPC design, steering group of Helmholtz Artificial Intelligence Initiative
 European EuroHPC Joint Undertaking Governing Board member for Iceland

 University courses
 University of Iceland Courses: HPC A / B, now High-Performance Computing
 Statistical Data Mining, Cloud Computing & Big Data – Parallel & Scalable Machine & Deep Learning

[15] Morris Riedel Web page
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[5] EuroHPC Joint Undertaking
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[16] High Performance Computing Course Fall 2019

[17] Cloud Computing & Big Data Course Fall 2020



International Collaboration Partners: Juelich Supercomputing Centre & LUMI

JUWELS
Cluster

ESC

JUWELS
Booster

IHPC Icelandic National Competence Center for High Performance Computing and Artificial Intelligence

[2] YouTube, ’flexible and energy-efficient supercomputer: 
JUWELS is faster than 300 000 modern PCs

[1] DEEP Series of Projects Web Page

[5] EuroHPC Joint Undertaking

[6] LUMI Supercomputer

Application Co-Design

Despite the strong collaborations, it is 
important to have local HPC resources 
in Iceland for education & research (!)
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DEEP Series of HPC Projects – Modular Supercomputing Architecture Research

 3 EU Exascale projects
DEEP, DEEP-ER, DEEP-EST

 27 partners
Coordinated by JSC

 EU-funding: 30 M€
JSC-part > 5,3 M€ 

 Nov 2011 – Mar 2021

Strong collaboration
with our industry partners 
Intel, Extoll & Megware

[1] DEEP Projects Web Page

Strong collaboration with industry 
partners Intel, Extoll & Megware

Juelich Supercomputing Centre 
implements the DEEP projects designs in 
its HPC infrastructure

IHPC Icelandic National Competence Center for High Performance Computing and Artificial Intelligence

University of Iceland: remote sensing 
application co-design of HPC systems

4 / 21



DEEP Series of Projects – Research Examples & Need for Academic HPC Centres
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The modular supercomputing architecture (MSA) 
enables a flexible HPC system design co-designed by 
the need of diverse research application workloads

[11] R. Sedona & M. Riedel et al., MDPI, Journal of Remote Sensing

Commercial cloud computing is no option to be used here 
instead (e.g., Amazon Web Services charge 24$/hour GPU
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Research Examples – Quantum Module with D-Wave Systems Quantum Annealer

[7] M. Riedel, UTMessan 2020 YouTube Video

(ensembles due to
small datasets 

compared
to full datasets on 

CPUs/GPUs)

[8] Quantum SVM, D. Willsch et al.

[9] Approaching Remote Sensing Image Classification 
with Ensembles of SVMs on the D-Wave Quantum 
Annealer, G. Cavallaro & M. Riedel et al.
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RAISE EU Project: Intertwined HPC Simulations & AI

[3] Simulation Figure

[4] CoE RAISE Web Page

[8] Neural Network 3D Simulation

RAISE funds three use cases for 
the University of Iceland in the 
area of AI-enabled remote 
sensing, sound engineering, and 
links with our computational 
fluid dynamics activities
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Open PhD Position Available in EU Project RAISE @ Iceland

[10] Open PhD Position, RAISE EC Project @ Iceland
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EuroCC EU Project: Building National Competence Centers for HPC & AI
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timeline

setting up NCCs roadmap
definition

1st phase of
realisation & 

implementation

2nd phase of
realisation & 

implementation

roadmap
<M04>

periodic report
<M12>

final report
<M24>

1st NCC meetings arranged 
<M01>

continuation
funding planed

[12] EuroCC Project

 EuroHPC Joint Undertaking Project 
 33 Countries as Partners
 50% funding only for University of Iceland

(in-kind funding by person Prof. Dr. – Ing. Morris Riedel &
Prof. Dr. Ebba Hvanberg)

 Goal: Establish National Competence Centers (NCCs)
in the area of HPC & AI to bring national activities together

 Major activities: Community building (including industry)

EuroCC funds two research 
activities for the University of 
Iceland in the area of neuroscience 
& computational fluid dynamics

The National Competence Center (NCC) for Iceland of the 
EuroCC project represents our already established IHPC & 
IRHPC activities is fully complementary to those activities
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Community-building with Simulation & Data Labs – Lessons Learned
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UoIceland IT Center Department
 Services for Scientists like 

cross-setional teams?
 Build up services to promote 

IT in the university
 Links to PUHURI

Selected Benefits & Lessons Learned:
 Approch proven to be extremely succesful in HPC for over 15 years now (e.g., JSC)
 ‘Support‘ is often better from domain-scientists that knows domain substance
 Some ‘Support‘ can be considered domain-specific research as part of codes/scaling
 Lab members gain visibility in their community & strengthening over time the 

competence center IRHPC profile having a clear long-term identity for each member
 ‘Stronger community‘ links by having domain-specific researchers in the labs

‘For some years now there has been a growing realisation that
application software is lagging behind HPC hardware
developments. While several Petaflop-scale supercomputers are
now available worldwide, it is becoming increasingly difficult to
exploit these machines with single applications. Substantial
efforts are needed in order to enable computational science
communities to solve problems with high scientific impact
through efficient use of high-end supercomputing resources.
To help meet this challenge the Juelich Supercomputing Centre
(JSC) has proposed a new type of domain-specific research and
support structure: the Simulation Laboratory.’

Lessons Learned:
 Do not disconnect Simulation and Data Labs & role-out over whole Juelich campus

Lessons Learned:
 The heart of an academic HPC Centre 

are the people doing the research 
that is a key differentiator to cloud 
computing companies (e.g., Amazon 
Web Services, MS Azure, or Google 
Platform/Colab) & ensure funding

[13] JSC Simlabs
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EuroCC Proposal – First Steps towards Potential SimDataLabs in Iceland

IHPC Icelandic National Competence Center for High Performance Computing and Artificial Intelligence

Selected
Research @
University of 
Iceland

Selected
Research @  
University 
of Reykjavik

Investigation & Design of 
New Catalytic Processes

(Egill Skúlason)

Selected 
Research @ 

Icelandic Met
Office

Weather & Volcanic
Studies

LUMI HPC 
Pre-Exascale
Research Facility
in Finland

GARPUR 
HPC Tool

Research Facility
in Iceland

Selected
Research @ The 
Icelandic
Innovation 
Center

Computer Aided
Engineering & Flow

& Material Simulations

Parallel & Scalable
Machine Learning 
of Remote Sensing

Datasets
(Morris Riedel)

SMEs

Permutation patterns 
& algorithms to 

automate the discovery 
and verification of 
results in discrete

mathematics 
(Henning Ulfarsson)

Simulation of 
multiphased

viscoplastic flow
(Jón Elvar Wallevik)

Nanophysics & 
Properties of small, 
vacuum electronic 

systems
(Andrei Manolescu)

Natural Language
Technology

(Hrafn Loftsson,
Jón Guðnason)

Natural Language
Technology

(Anton Karl Ingason) Novel
Electrocatalysts & 

Multi-Scale
Modelling of

Reactive Materials
and Processes

(Hannes Jónsson)

New dark matter
physics 

(Jesús Zavala
Franco)

Time-dependent 
electron transport  
through a strong 

cavity photon field
(Viðar Guðmundsson)

Electron heating in 
electronegative 

capacitively coupled 
discharge of 

complex Chemistry 
(Jón Tómas 

Guðmundsson)

Automated 
assessment 
of cerebral 

autoregulation & coupled 
dynamics using NIRS & 

EEG scoring
(Tómas Philip 

Rúnarsson)

Image processing for 
evaluation of the 
ventricular system in 
health and disease
(Lotta M. Ellingsen)

New
Communities & 

Organizations

New
IRHPC 

Cluster

Technical Ops
UTS Team & 

PUHURI

PIs of ‘Old HPC Rannis‘ proposal as candidates for SimDataLabs in Iceland 

PIs of ‘Old HPC Rannis‘ proposal as candidates for SimDataLabs in Iceland 
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SimDataLabs in Iceland – Confirmed Participation (Work-in-Progress)  

IHPC Icelandic National Competence Center for High Performance Computing and Artificial Intelligence

Jointly engage in future funding together, e.g. 
EuroHPC Master of Science in HPC program and 
many other activities planed in Horizon Europe

[14] IHPC Community

Selected Discussion Topics:
 Governance of Labs: Bottom-Up by PI, but optional Executive Advisory Board (EAB) 

members could be used to guide & ‘review‘ labs on a yearly basis (could be useful): 
labs of Juelich are ‘friendly‘ reviewed on a 1-2 years basis as part of funding program

 Engagement with Industry: ISOR, MATIS, MAREL, DECODE (work-in-progress), etc.
 Including Start-Ups: Nordverse (medical NLP, done), Treble (Accoustic, done), others?
 Relationship to our new IRHPC & steering board activities  Logo for IRHPC/NCC?!
 Teaching better topics of relevance in HPC Course for Iceland, other activities?
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Research Examples – Remote Sensing AI & HPC Applications
processing-

intensive 
applications

technology
libraries &
packages

key
hardware

technologies

Earth Land Cover Classification

Modular
HPC

System
DEEP - DAM

Modular
HPC

System
JUWELS

AWS EC2 & DL 
Amazon  Machine Image 

(AMI) & Elastic Map 
Reduce (EMR) Example

MPI & 
OpenMP
Libraries

Apache
Libraries

cuDNN

Many-core 
Processors 

(‘Accelerators‘ with low
performance, ~7000 cores)

Multi-core
Processors 

(high single thread 
performance: ~24 cores)

GPUs

Commercial Cloud 
Vendors

Singularity
Container

Environment

Scalable
Storage
Service
Module

Docker
Container

Environment

Parallel
File

System
(Lustre)

Innovative
Memory

Hierarchies 
with NVMs

Network
Attached
Memory

JupyterLab
& Jupyter
Notebook
Libraries

Distributed
Training

Tools

Deep
Learning

big
data

Parallel
SVM

Infrastructure
PRACE LUMI Supercomputer

innovative
computing
resources

computing
infrastructures

(Near) Real-Time Processing

ML/DL
Libraries

Exploration of Oil Reservoirs 

HPC

Distributed 
Training 

of ResNet-50

#128
GPUs

in parallel
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Research Examples – Health & Medical AI & HPC Applications
processing-

intensive 
applications

technology
libraries &
packages

key
hardware

technologies

Neuroscience & BigBrain Research

Modular
HPC

System
DEEP - DAM

Modular
HPC

System
JUWELS

Canadian CBRAIN
Resource Execution

MPI & 
OpenMP
Libraries cuDNN

Many-core 
Processors 

(‘Accelerators‘ with low
performance, ~7000 cores)

Multi-core
Processors 

(high single thread 
performance: ~24 cores)

GPUs

HIBALL & Canadian 
CBRAIN infrastructure

Singularity
Container

Environment

Scalable
Storage
Service
Module

Docker
Container

Environment

Parallel
File

System
(Lustre)

Innovative
Memory

Hierarchies 
with NVMs

Network
Attached
Memory

JupyterLab
& Jupyter
Notebook
Libraries

Distributed
Training

Tools

Covid-Net

Infrastructure
PRACE LUMI Supercomputer

innovative
computing
resources

computing
infrastructures

Covid-19 Chest X-Rays Analysis

ML/DL
Libraries

ARDS Time Series Analysis

Covid-19 Chest X-Ray Analysis

Covid-X
Dataset

ARDS Time Series Analysis

Bourreau

Git-based Data 
Management
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