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Using Deep Learning Techniques in Clouds
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Review of Lecture 7 — Deep Learning Applications in Clouds

= Limited Perceptron Learning Model
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= Artificial Neural Networks (ANNs)
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= Feature Engineering vs. Feature Learning
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ES
MACHINE LEARNING

(TRACT/SELECT 4 CLASSIFICATION

FEATURES
DEEP LEARNING

POST-
=
PROCESSING label

DECISION

" Training via Optlmlzatlon & Backpropagatlon

> (stochastic gradient &
mini-batches)
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[31] MIT Deep Learning

[32] Optimizers

= Distributed Deep Learning
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(model parallel)
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2. Loop until convergence
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Outline of the Course

1. Cloud Computing & Big Data Introduction
2. Machine Learning Models in Clouds

3. Apache Spark for Cloud Applications

4. Virtualization & Data Center Design

5. Map-Reduce Computing Paradigm

6. Deep Learning driven by Big Data

7. Deep Learning Applications in Clouds

8. Infrastructure-As-A-Service (IAAS)

9. Platform-As-A-Service (PAAS)

10. Software-As-A-Service (SAAS)
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11.
12.
13.
14.
15.
16.

Big Data Analytics & Cloud Data Mining
Docker & Container Management
OpenStack Cloud Operating System

Online Social Networking & Graph Databases
Big Data Streaming Tools & Applications
Epilogue

+ additional practical lectures & Webinars for our
hands-on assignments in context

= Practical Topics

= Theoretical / Conceptual Topics
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Outline

= Using Artificial Neural Network (ANN) & CPUs in Clouds = Promises from previous lecture(s):
= Handwritten Character Recognition MNIST Dataset Revisited - ‘: ractical ":r‘;“i'rfgig'h’t’s'-i‘m“;‘:fp&7‘”"'
= AWS Elastic Compute Cloud (EC2) & Virtual Server Cloud Instances learning algorithms and networks
including the use of TensorFlow and
= Using EC2 Amazon Machine Images (AMls) for Machine Learning Keras libraries
.. . . . . . Practical Lecture 0.1: Lecture 6 & 7 will
= Limitations of Free Usage Tiers & Review Challenges of Deploying provide more details on how artificial
= Observe Growth of Trainable Parameter & Understanding Overfitting e metworke cam e taed enth this
data

. Lecture 2: Lectures 6 & 7 offer more
. . . details on feature selection concepts
= Using Convolutional Neural Network (CNN) & GPUs in Clouds including working with spatial aspects
in image recognition tasks
" Lecture 3: Lecture 6 & 7 offer insights

= Using EC2 Amazon Machine Images (AMls) for Deep Learning via CPU

= Growth of Trainable Parameters & Hyperparameter Complexity glfjt*:z“'; t:dgzeedlfsg \"?:fgio“c?g‘l':if:olab,
= Understanding difference between CPUs & GPUs in Training notebooks within the Google Cloud

Using Google Colaboratory ‘Colab’ Cloud Service for Deep Learning
Neural Architecture Search and Auto-ML & Resource Requirements




Using Artificial Neural Network (ANN) & CPUs in Clouds

O
O
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Handwritten Character Recognition MNIST Dataset — Preprocessing with Python

® Metadata (Cf Practical Lecture 0.1 ) =  Handwritten Character Recognition
MNIST dataset is a subset of a larger
= Not very challenging dataset, but good for benchmarks & tutorials dataset from US National Institute of
Standards (NIST)
] When Working With the dataset = MNIST handwritten digits includes
corresponding labels with values 0-9 and
» Dataset is not in any standard image format like jpg, :;;*I‘Se;‘*:_”? aliabe':d dataset g
bmp, or gif (i.e. file format not known to a graphics viewer) 0 28 * Zgggﬁie,gvga;‘*:;,'f;;‘;i’;":;iz;ed_
= Data samples are stored in a simple file format that is designed .o zag‘:aft:’f:;’:::f:;ci:?:'"stest_
for storing vectors and multidimensional matrices (i.e. numpy arrays) 60000 tfaining samples (~47 ﬁng)& '
= The pixels of the handwritten digit images are organized row-wise i
with pixel values ranging from 0 (white background) (10 class q % % % 3@ % % @ %
AT 7 6] [
to 255 (black .foreground) o | classification (5 (31 (71 1 B (71 (5l 12 o i
" |mages contain grey levels as a result of an anti-aliasing technique problem) %l] % % % %% % % % g
used by the normalization algorithm that generated this dataset % % % % % g % %
= |nitially input for an Artificial Neural Network (ANN) [33] www.big-data.tips, ‘VINIST Database’ % % % % % % %
= Afterwards input for a deep learning network [36] www.big-data.tips, ‘MNIST Dataset’ 1 1 (g1 (9] 0 [7] [§] 3 [/]
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AWS Educate Starter Account — Account Status in Classrooms

= Workbench & Example Classroom
* Cloud Computing & Big Data — Parallel and Scalable Machine Learning and Deep Learning

ﬂ‘ ¥ My Classes ¥ Manage Help = morris@hi.is

Welcome to your AWS Educate Account Your AWS Account Status

AWS Educate provides you with access to a wide variety of AWS Services for you to get your hands on
and build on AWS! To get started, click on the AWS Conscle button to log in to your AWS console.

full access [ morris@hi.is

Please read the FAQ below to help you get started on your Starter Account. [5] Amazon Web Services

e What are the list of services supported? remaining credits (estimated)

e What regions are supported with Starter Accounts or Classroom Accounts? k—/ session time dws educate
= c e ‘Welcome to the AWS Educate Community

e | can't start any resources. What happened?

Set Your Password

YourLogn Crederss oc2 i s

Please use AWS Educate Account responsibly. Remember to shut down your

e Can | create users within my Starter or Classroom Account for others to access? instances when not in use to make the best use of your credits. And, don't forget to
logout once you are done with your work!

Request Course Credit Allocated Per # Invited # Students
Start Date

Course Name Date Number Student Students Joined

Status

Cloud Computing & Big Data

- Parallel & Scalable Machine  10/12/2020 REI504M 10/12/2020 $50 54 0

Learning & Deep Learning

[4] AWS Educate Web page
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AWS Elastic Compute Cloud (EC2) Virtual Servers & Using Key Pairs — Revisited

' =  Generated AWS key pairs are
" SeCU re She” (SSH) created per region (e.g., Virginia) in

@; the AWS Cloud

Your Host EC2 . - -
- - =  Switching regions means new
Pl Ky and/or other SSH keys needs to be

Public Key

= Universal technique to
securely access remote
clusters & HPC machines ...

using private key

=  The Secure Shell (SSH) is a e
technique to securely access remote oris-keypair.ppk .
AWS computing instances (e.g.,
AWS EC2) using a named key pair

. An SSH key pair consists of a public
key that is known by the Amazon
Cloud and a private key that remains
only on the laptop of cloud users

e.g. Secure Shell (SSH)
Wi, o i, s ket B 5 N access with key-pairs

£c2 Amazon
EC2 web services
cloud

MobaXterm

Enhanced terminal for Windows with X1 server, tabbed SSH client, network tools and much more

Secure VPN
connection over
the Intemet

Customer’s

nebtvork

(SSH client is necessary)
[7] MobaXterm Web page

Lecture 7.1 — Using Deep Learning Techniques in Clouds

Customer's isolated
AWS resources

used as before [5] Amazon Web Services

Instance e.g. many-core GPUs e.g. multi-core CPUs

Subnets

[6] Key Concepts from
the AWS Cloud
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AWS Key Pair — Key Pair Generation (cf. Practical Lecture 5.1)

= Usage
= Public Key remains in Cloud
= Private Key on Laptop

= Use SSH Client tool with
private key to access remote
cloud with matching public key

Name v Fingerprint v D

=  After the AWS Key Pair generation, the name of the key is known in many
AWS service configuration deployment options such as within the Elastic
B2 7 el b Cramel el Compute Cloud (EC2) service or Elastic Map-Reduce (EMR) service

Create key pair

Key pair
A key pair, consisting of a private key and a public key, is a set of security credentials that you use to prove your identity when connecting to .
nstai Key pairs (1)
Q
keypai A
Name v Fingerprint v D Create key pair
| to 255 ASCII characters. It can't include leading or tralling spaces.

rocco-keypair ©2:39:23:27:9f:9:82:75:5e:34:6a:1d:2... key-0364bf684f98e3972

Creating an SSH key pair and keeping
private key in pem can be more convenient
in certain connections with SSH

You can add 50 more tags

Tags (Optional)

No tags associated with the resource.

Lecture 7.1 — Using Deep Learning Techniques in Clouds 9/50



AWS Elastic Compute Cloud (EC2) & Launch Virtual Server Cloud Instances

aW% Services ¥ Q vocstartsoft/user178005=morris@hi.is @ 6422-6 8225 v N. Virginia ¥ Support ¥
)
P New EC2 X
Experience
Learn more Resources Account attributes
EC2 Dashboard
Events You are using the following Amazon EC2 resources in the US East (N. Virginia) Region: Supported platforms [4
e VPC
Tags Instances 0 Elastic IPs 0 Dedicated Hosts 0
Default VPC [4
Limits
-119c5f6
Snapshots 0 Volumes 0 Key pairs 2 vRe e21Re
¥ Instances Settings
Security groups 5 Placement groups 0 Load balancers 0 .
Instances il Soup EBS encryption
Instance Types Running instances 0 Zones
Launch Templates Default credit specification
Spot Requests @ Easily size, configure, and deploy Microsoft SQL Server Always On availability groups on AWS using the AWS Launch Wizard for SQL Server. X Console experiments
Learn more

Savings Plans

Reserved Instances
Explore AWS

Dedicated Hosts

Scheduled Instances Launch instance Service health l C ] l Service Health Dashboard [4 Enable Best Price-Performance with AWS
Capacity Reservations Graviton2
AWS Graviton2 powered EC2 instances enable
¥ Images To get started, launch an Amazon EC2 instance, which is a virtual server Region Status up to 40% better price performance for a
AV in the cloud, US East (N. Virginia) @ This service is operating broad spectrum of cloud workloads. Learn
v Elastic Block Store Note: Your instances will launch in the US East (N. Virginia) Region

Run Apache Spark on EMR for Less

Volumes Zone status Process massive data sets across a multitude
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Popular Deep Learning Frameworks used with Python in Cloud Computing

" TensorFlow

= One of the most popular deep learning frameworks available today

= Execution on multi-core CPUs or many-core GPUs

= Tensorflow is an open source library for deep learning models using a flow graph approach

. Tensorflow nodes model mathematical operations and graph edges between the nodes are
so-called tensors (also known as multi-dimensional arrays)

" The Tensorflow tool supports the use of CPUs and GPUs (much more faster than CPUs)
" Tensorflow work with the high-level deep learning tool Keras in order to create models fast
= New versions of Tensorflow have Keras shipped with it as well & many further tools

= Keras

- run
client master

= Often used in combination with low-level frameworks like Tensorflow

worker A

worker B

L r\
Tensor

[2] Tensorflow
Web page

Keras

[3] Keras
Web page

. Keras is a high-level deep learning library implemented in Python that works on top of existing other rather low-level deep learning frameworks like

Tensorflow, CNTK, or Theano

. Created deep learning models with Keras run seamlessly on CPU and GPU via low-level deep learning frameworks

= The key idea behind the Keras tool is to enable faster experimentation with deep networks

Lecture 7.1 — Using Deep Learning Techniques in Clouds

11 /50



AWS Elastic Compute Cloud (EC2) & Amazon Machine Images (AMIs)

aﬂs Services v

1. Choose AMI 2. Choo:

Ed

Step 1: Choose an Amazon Machine Image (AMI)

&

Red Hat

Free tier eligible

3

SUSE Linux
Free tier eligible
Free tier eligible

Free tier eligible

2,
I

Windows

Free tier eligible

®

Red Hat Enterprise Linux 8 (HVM), $SD Volume Type - ami-098f16afadedf40be (64-bit x86) / ami-029bad35ddd4 3c34f (64-bit Arm)
Red Hat Enterprise Linux version 8 (HVM), EBS General Purpose (S50) Volume Type
ENA Enabled: Yes

Root device type: ebs  Virtualization type: hvm

SUSE Linux Enterprise Server 15 SP2 (HVM), SSD Volume Type - ami-0a7822324655d1cc0 (64-bit x86) / ami-06ecdeaf3i9ca724dd (64-bit Arm)

SUSE Linux Enterprise Server 15 Service Pack 2 (HVM), EBS General Purpose (S8D) Volume Type. Public Cloud, Advanced Systems Management, Web and Scripting, and Legacy modules
enabled

Root device type: ebs  Virtualization typs: hvm  ENA Enabled: Yes

Ubuntu Server 20.04 LTS (HVM), S5D Volume Type - ami-0dba2ch6798debfd8 (64-bit x86) / ami-0ea142bd244023692 (64-bit Arm)
Ubuntu Server 20.04 LTS (HVM),EBS General Purpose (SSD) Volume Type. Support available from Canonical (hitp:www.ubuntu.com/cloud/services),
ENA Enabled: Yes

Root device type: ebs  Virtualization type: hvm

Ubuntu Server 18.04 LTS (HVM), S5D Volume Type - ami-0817d428a6/68645 (64-bit x86) / ami-0f2b111fdc 1647918 (64-bit Arm)
Ubuntu Server 18.04 LTS (HVM),EBS General Purpose (SSD) Volume Type. Support available from Canonical (hitp:ww.ubuntu.com/cloud/services),
ENA Enablad: Yes

Root devics type: ebs  Virtuslization typs: hvm

Microsoft Windows Server 2019 Base - ami-0412e100c0177fbdb
Microsoft Windows 2019 Datacenter edition. [English]
ENA Enabled: Yes

Root device type: ebs  Virtualization type: hvm

Deep Learning AMI (Ubuntu 18.04) Version 35.0 - ami-01aad86525617098d
MXMet-1.6.0, TensorFlow-2.3.0, 2.1.0 & 1.15.3, PyTorch-1.4.0 & 1.6.0, Neuron, & others. NVIDIA CUDA, cuDNN, NCCL, Intel MKL-DNN, Docker, NVIDIA-Docker & EFA support. For fully managed
experience, check: hitps://aws.amazon.com/sagemaker

Root device type: ebs  Virtualization type: v ENA Enabled: Yes

Deep Learning AMI (Ubuntu 16.04) Version 35.0 - ami-Obe2e1ead90fa1d34
MxNet-1.6.0, TensorFlow-2.3.0, 2.1.0 & 1.15.3, PyTorch-1.4.0 & 1.6.0, El, Neuron, & others. NVIDIA CUDA, cuDNN, NCCL, Intel MKL-DNN, Docker, NVIDIA-Docker & EFA. For fully managed
experience, check: hitps://aws.amazon.com/sagemaker

Root devics type: abs  Virtuslizstion typa: hvm  ENA Enabled: Yes

N.Virginla ¥ Support ¥

Cancel and Exit

Select

Select

Select

o® o® o®
5= o= 5=
=B =& =8
E s E
TE TE TE
e e e

Select

@ 64-bit (x86)
O B4-bit (Arm)

Select

64-bit (x86)

Select

64-bit (x86)

Select

B4-bit (x86)

Amazon Linux

Deep Learning AMI (Amazon Linux 2) Version 35.0 - ami-0b578b996c2e7245a
MXNet-1.6.0, TensorFlow-2.3.0, 2.1.0 & 1.15.3, PyTorch-1.4.0 & 1.6.0, Neuron, & others. NVIDIA CUDA, cuDNN, NCCL, Intel MKL-DNN, Docker, NVIDIA-Docker & EFA support. For fully managed

experience, check: hitps:/faws.amazon.com/sagemaker

Reot device typs: sbs  Virtualization type: hbvm  ENA Enabled: Yes

Select

64-bit (x86)

Lecture 7.1 — Using Deep Learning Techniques in Clouds

AWS Amazon Machine Images (AMis) are
templates that contain the software configuration
(e.g., operating system, libraries, application
server, and applications) required to launch a EC2
virtual server instance for a specific purpose

AWS EC2 AMI offers solutions that enormously
simplify the deployment of required machine
learning and deep learning stacks that can be
complicated to make work together due to the
many different software versions and fast moving
technologies (e.g., different NVIDIA GPUs)

AWS EC2 AMI The AMIs are independent from the
underlying hardware infrastructure (i.e. concrete
CPUs) and can be easily migrated (cf. Lecture 4)
to other hardware — be aware of different
hardware costs here

Amazon offers pre-configured AMis for deep
learning consisting of preinstalled deep learning
packages such as MXNet, TensorFlow, PyTorch,
Keras, etc.

Pre-configured AMiIs for deep learning feature
preinstalled GPU NVIDIA CUDA, cuDNN, and
NCCL libraries that usually requires a lot of
efforts in installation and version checks with
deep learning packages
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Choose EC2 Instance for AMI & Review Costs Using Free Tier Eligible CPUs

Products / Compute / Amazon EC2 / Amazon EC2 Pricing / ...

Amazon EC2 On-Demand Pricing

Step 2: Choose an Instance Type
Amazon EC2 provides a wide selection of instance types optimized ta fit different use cases. Instances are virtual servers that can run applications. They have varying combinations of CPU, memory, storage, and networking ~
capacity, and give you the flexibility to choose the appropriate mix of resources for your applications. Learn more about instance types and how they can meet your computing needs

@ Pt content On-Demand Pricing
Filter by: | All instance fam!| v Current generation v  Show/Hide Columns n i
Di-Dsiand Bricig On-Demand Instances let you pay for compute capacity by the hour or second (minimum of 60 seconds) with no long-term
Currently selected: 12 micro (- ECUs, 1 vCPUs, 2.5 Gz, -, 1 G memory, EBS only) Data Transfer commitments. This frees you from the costs and of planning, and hardware and what
are commonly large fixed costs into much smaller variable costs.
T T EBS-Optimized Instances
Family s Type s vCPUs (i o Memory(GiB) - Instance Storage (GB) (i w ‘""‘i wallable Network Performance (i 'i”"” The pricing below includes the cost to run private and public AMIs on the specified operating system (“Windows Usage” prices apply to

Elastic IP Addresses
Windows Server 2003 R2, 2008, 2008 R2, 2012, 2012 R2, 2016, and 2019). Amazon also provides you with additional instances for

2 2 nano 1 05 EBS only - Low to Moderate Yes Carrier IP Addresses Amazon EC2 running Microsoft Windows with SQL Server, Amazon EC2 running SUSE Linux Enterprise Server, Amazon EC2 running Red
Hat Enterprise Linux and Amazon EC2 running IBM that are priced differently.

a 2 1 1 EBS only - Low to Moderate Yes Elastic Load Balancing
On-Demand Capacity .
2 12 small 4 2 EBS only . Low ta Moderate Yes Resarvationg Linux ~ RHEL ~ SLES  Windows  Windows with SQL Standard ~ Windows with SQL Web
2 2. medium 2 4 EBS only _ Low to Moderate Yes T2/T3/T4g Unlimited Windows with SQL Enterprise Linux with SQL Standard Linux with SQL Web Linux with SQL Enterprise
. Mode Pricing

12 12.large 2 8 EBS only - Low to Moderate Yes

t2.nano 1 Variable 05GiB EBS Only $0.0058 per Hour
t2 t2.xlarge 4 16 EBS only - Moderate Yes 3 )

ltZ.ml(rn 1 Variable 1GiB EBS Only $0.0116 per Hour I

2 12 2xlarge 8 32 EBS only - Moderate Yes t2.5mall 1 Variable 2GiB EBS Only $0.023 per Hour
t3 3.nano 2 0.5 EBS only Yes Up to 5 Gigabit Yes t2.medium 2 Variable 4GB EBS Only $0.0464 per Hour
13 t3.micro 2 1 EBS only Yes Up to 5 Gigabit Yes t2large 2 Variable 8GiB EBS Only $0.0928 per Hour
13 t3.small 2 2 EBS only Yes Up to 5 Gigabit Yes t2.xlarge 4 Variable 16 GiB EBS Only $0.1856 per Hour

12.2x1: 8 Variabls 32 GiB EBS Only 0.3712 H
3 t3.medium 2 4 EBS only Yes Up to 5 Gigabit Yes warge anable ! el § pertour

m6g.medium 1 N/A 4 GiB EBS Only $0.0385 per Hour
t3 t3.large 2 8 EBS only Yes Up to & Gigabit Yes

még.large 2 N/A 8GiB EBS Only $0.077 per Hour
13 13 xdarge 4 16 EBS only Yes Up to & Gigabit Yes

még.xlarge 4 N/A 16 GiB EBS Only $0.154 per Hour
t3 t3.2xlarge 8 32 EBS only Yes Up to & Gigabit Yes

m6g.2xlarge 8 N/A 32GiB EBS Only $0.308 per Hour
t3a t3a.nano 2 05 EBS only Yes Up to 5 Gigabit Yes T 16 N/A 64 GiB £BS Only $0.616 per Hour
t3a t3a micra 2 1 EBS only Yes Up to & Gigabit Yes még.8xlarge 32 N/A 128 GiB EBS Only $1.232 per Hour
t3a t3a.small 2 2 EBS only Yes Up to & Gigabit Yes mé6g.12xlarge 48 N/A 192 GiB EBS Only $1.848 per Hour
t3a t3a medium 2 4 EBS only Yes Up to 5 Gigabit Yes még.16xlarge 64 N/A =668 EBS Only $2.464 per Hour
- R - - — “ m6g.metal 64 N/A 256 GiB EBS Only $2.464 per Hour

Cancel | Previous w and Launch Next: Configure Instance Details

[8] AWS EC2 Pricing
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Review & Launching EC2 Ins

1.Choose Al 2. Chooselnstance Type 3 Configure nstance ¢

Configure Securty G

up  7.Review

Step 7: Review Instance Launch

Please review your instance launch details. You can go back to edit changes for each section. Click Launch to assign a key pai to your instance and complete the launch process.

A Yourinstance

nfiguration is not eligible for the free usage

To launch an instance that's eligible for the free usage tier, check your AMI selection, instance type, configuration options, or storage devices. Leam more about free usage tier eligibilty and usage restrictions

Dorit shovs me this again

v AMI Details

Deep Learning AMI (Amazon Linux 2) Version 35.0 - ami.0b578b996c2e7245a

Edit AMI

MXNet-1.6.0, TensorFlow-2.3.0, 2.1.0 & 1.15.3, PyTorch-1.4.0 & 1.6.0, Neuron, & others. NVIDIA CUDA, cuDNN, NCCL, Intel MKL-DNN, Docker, NVIDIADocker & EFA support For

fully managed experience, check https /aws. amazon comisagemaker

Device Type: ebs  Viruatization type: hum
~ Instance Type

Instance Type ECUs  vCPUs Memory (GiB) Instance Storage (GB) EBS.Optimized Available

12 micro - 1 1 EBS only -
~ Security Groups

Security group name launch-wizard-1

Description launch-wizard-1 created 2020-10-26T20:54:51.136+00-00
Type (i Protocol (i Port Range (i Source (i
This secur 0 rules

¥ Instance Details

» Storage
» Tags
aws  services v
D NewEC2 =
Erperience X EC2 ) Instances ) i-01156{207d7b1350e
EC2 Dashboard Instance summary for i-01156fa07d7b1350e infe
Updated 2 minutes
vents jdated 2 minutes ago
Tags
o Instance ID Public IPu4 address
Limits
101156fa07d7b1350e 54.92.173.254 open address [3
v Instances
Instance state Public IPu4 DNS
Instances © ruming
Instance Types
Launch Templates Instance type Elastic IP addresses.
Spot Requests tmiers -

Savings Plans
1AM Role Subnet ID
Reserved Instances _

subnet-6853¢149 [4
Dedicated Hosts

Edit instance type
Network Performance

Low to Moderate

Edit security groups

Description (i

Edit instance details
Edit storage

Edittags

Cancel

2-54-92-173-254.compute-1.amazonaws.com | open address 3

Previous [ETTE I

tartsoft/user178005=morris@hils @ 6422-6180-82

Private IPv4 addresses

17231.95.202

Private IPw4 DNS

ip-172-31-95-202 ec2.internal

VPCID

vpe-119¢sfec [§

tance wi

=

N.Virginia v Support v

Instance state ¥

Lecture 7.1 — Using Deep Learning Techniques in Clouds

th AMI - Problems with Free

Launch Status

©  Your instances are now launching
The following instance launches have basn infatad: 101

0747613502 View launch g

© Gt notfed of estimated charges
Crets oiling s to get anema otfaton v estmate

charges on your AWS bil exceed an amount you define (or example, fyou excoed the froe usage

How to connect to your instances

Vournstances are launching

nd it may take a

~ Here are some helpful resources to get you started

= Howto coneetto your Linix

tance - Am

« Leam about AWS Free Usaga Tis

Wi your inst

ces are launching you can also

+ Create status check alarms to be notfed when these instances il

+ Manage securty groups

oy

e.g. Secure Shell (SSH)
access with key-pairs

9 minutes unt they are inthe running state, when they il b ready for
statimmediately and continue o accrue until you stop orterminate your nstances

View Instances to montor your nstances'status. Once your instances are i the running state, you can connect fo them from the Instances

EC2 User Guide

« Amazon EC2. Discussion Foun

outo use. Usage hours on your new instances wil

Find out howto

us checks. (Additonal charges may apply)
and sttach additional EBS volumes (Adctional charges may apply)

X4 ec2-54-92-173-254.compute-1

x11-forua
DISPLAY

For more info, ctrl+click on help or visit our

the user "ec2-user" rather than the user

stance oo

Connect to

Session Manager | SsH lient

nstance 1D

.01156f20747b13500

Username

o

Usage Tier?!

"root”.

Connect to instance info

Connect to your instance 011 56a07d7b1350e sing any of these options

EC2 Instance Connect | Session Manager | SSH client

Instance ID
101156fa07d7b1350e

1. Open an SSH client.
2. Locate your private key file. The key used to launch this instance is morris-key-pair-3. pem
3. Run thi

d, if necesary, to ¥ not
chmod 400 moris-key-pair-3.pem

ly

4. Connect to your instance using its Public DNS:

£c2-54-92-175-254.compute-1.amazonaws.com

ssh-i "morris-key-pair-3,pem"” root@ec2-54-92-173-254.compute-1.amazonaws.com
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Using SSH Client to Connect to AWS EC2 AMI Instance & Jupyter Notebooks

e e _ = Jupyter Notebook
i R ———— = Use a browser with http://localhost:8888

= Use to connect to
localhost although we actually connect to the Amazon

» For more info, ctrl+click on help or

.
e use one of the following commands to start the required environment with the framework of your choice:
MxNet 1.6 (+Keras2) with Python3 (CUDA 10.1 and Intel MKL-DNN) urce activate mxnet_p36 I ns a n Ce

MXNet 1.6 (+Keras2) with Python2 (CUDA and Intel MKL-DNN) source activate mxnet_p27

MXNet 1.7 (+Keras2) with Pythen3 ( and Intel MKL-DNN) urce activate mxnet_latest_p37

MNet (+AWS Neuron) with Python3 ource activate neuron_mxnet p36 .
TensorFlow(+Keras2) with Pythen3 nd Intel source activate tensorflow_p3 ] . . .
TensorFlow(+Keras2) with Python2 (CUDA 0 and Intel source activate tensorflow p27 .g,’ SS = . . . . . . . . . -I

TensorFlow(+AWS Neuron) with wthnnl ctivate aws_neuron_tensorflow_p36

) with Pvthnn! 16.1 and Intel MKL-DNN) urce a

1 ] L
Low 2 h pyth 10.1 and Intel MKL-DNN) source activ 2 ~ H M
Tensortlow 2lieres2) wath pythone (cuoa 10,1, ond Totel el esktop/morris-key-pair-3.ppk ec2-user@ec2-54-
PyTorch 1.4 with Python3 (CUDA 10.1 and Intel MKL) ource activate pytorch | p!u
PyTorch 1.4 with Pythonz (CUDA 10.1 and Intel MKL) source activate pytorch_p27

PyTorch 1.6 with Python3 ( d Intel MKL) source tivate pytorch_latest_p36

PyTorch tm\}-rs Ns;nnn) with Python3 )7 urce activate aws_neuron pvtnrch p36 92- 173_254. CO m p ute_ 1 . a m a ZO n aWS . CO m
iner with Python2 (CUDA 18.8 : T : 7

e Python2 (CUDA 1
se Python3 (CUDA 1 ource activate python3

e true'
pfficial Conda User Guid

WS Deep Learning AMI Homepag
developer Guide and Rele.

Rptos A foruns cus.anazon, con/Torun. L spa 0020 | tps://aus. smazon. o Jupyter [9] Jupyter

ing INF1 type 1n 1 > e ] . ! L 4 c @ © D 1270018885 x4 Yo @ |
Jupyter notebock * upyter
< Quit | Logout
e e anage Jupy o
Started periodic updates of the kernel 1 (every 3 minutes).
Writing notebook server cookie secret to /home/ec2-user/.local/share/jupyter/runtime/notebook_cookie secret
Loading IPython parallel extension Files Running IPython Clusters Conda Details Networking Storage Monitoring Tags
JupyterLab ev.ter ion loaded from Jec2 /python3.7/site-packages/jupyterlab
JupyterLab application directory is / / a share/jupyter/1. Select items to perform actions on them. Upload  New~ &

v Security details

] frum local director: /| /ec? Oo ~ mi Name<  LastModified "
The Jupyter Notebo IAMRole

O 0 anaconda3 19 days ago -

; . ip confirmation). O 0 examples 19 days ago Securty groups

NotebookApp] o ouse : coul L abl, ser. eurity groups

4 Notebookapp] O Osrc 21 days ago (9 s9-08e2477e6dd73¢788 (launch-wizard-1)
O O tools 21 days ago
- v Inbound rules
or copy and p r-18141-open. html O O tutorials 19 days ago
htt, '1-“ c‘h 2 6cobs 7‘7‘§§§HE7 j: _=3EQ_ O D ucense 2months agoe 256 kB Q
a7c7633f1e764965dc9
' 18 ‘ S... o
n of virtual environments O[3 thidia_Cloud EULA pdf 21daysago  284MB Port range Protocol Source Security groups

O O ReaDvE 19daysago  3.39kB

2 TP 0000/0 launch-wizard-1



Using Jupyter with a Kernel & Machine & Deep Learning Software Configuration

; Jupyter Cwit Logout
Files Running IPython Clusters Conda
Select items to perform actions on them. Upload || New | &
Oo |~ my — .
Environment (conda_anaconda3)
° O [ anaconda3 Environment (conda_aws_neuron_mxnet_p36)
'y
Jﬂpyter [9] JUPyter O O examples Emvironment {conda_aws_neuron_pytorch_p36)
h 4 0o Environment (conda_aws_neuron_tensorflow_p36)
src
Emvironment (conda_chainer_p27)
O D tools Environment {conda_chainer_p36)
[0 [0 tutorials Environment (conda_mxnet_latest_p37)
O & Untitlsd.ipynb Emvironment (conda_mxnet_p27) ’B
ad.ipynb 2
Environment {conda_mxnet_p36)
O D ucense _ kB
Environment (conda_python2)
O [ twidia_Cloud_EULA pdf Environment (conda_python3) VB
O O reabvE Environment (conda_pytorch_latest_p36) kB

Environment (conda_pytorch_p27)
Environment (conda_pytorch_p36)
Environment {conda_tensorflow?_latest_p37)
Environment (conda_tensorflow?2_p27)
Environment (conda_tensorflow?2_p36)

Environment {conda_tensorflow_p27)

Environment (conda_tensorflow_p36)
Pythan 2
Python 3

Text File
Folder

Terminal
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Lessons Learned — Dead Environments in the Cloud & Reboot Cloud Instance

Reboot instance? X

Instance 1Ds

i-01156fa07d7b1350e

To confirm that you want to reboot the instance, choose the Reboot button below.

Cancel

= Despite the fact that Clouds are often
stable and production ready they show
sometimes still faults and errors that
are partly also related to the way of
using them, e.g., not terminating
properly the Jupyter environment

. Because Clouds run remotely on
computing systems they can still
continue to run even if the local Laptop
has no SSH connection open nor is
there an active browser window, i.e.
remember that this still costs money
even if you do not actively use the
cloud resources

jupyter notebaook
Using EnvironmentKernelSpecManager.

The port 8888 is already in use, trying another port.

JupyterLab extension loaded from /home/ec2-user/anaconda3/lib/python3.7/s1te-packages/jupyterlab
JupyterLab application directory 1s shome/ec2-user/anaconda3/share/jupyter/lab
[nb_condal enal |
ng notebooks from local dlrectarv Jhome/ec2-
upyter Nutebuuk 1is runnmg at
1

Be5643c16b01c388e2
s nd :whut down (twl(E to skip confirmation).
1791 NotebookApp] Ho " could mot Locate runnable brouser.

.792 Notebookapp]

the nntebnn}-., open this file in a browser:
1/share/jupyter/runtime/nbserver-21974-open.html

7edc24eedlel 41c5b9
2 7edc24eedlel 41c5b9af7. 5
Starting initial scan of vlrtuﬂ environment:
last):

3/11b/python3.7/s1te-packages/binstar_client/utils/conda.py”, line 52, in get_conda_root
:meort_.:onda root()
iser/anaconda3/Lib/python3.7/s1te-packages/binstar_client/utils/conda.py", line 16, in _import_conda_root
import conda.config
ModuleNotFoundErrer: No medule named 'cenda.config'

uring handling of the above exception, ancther exception occurred:

raceback (most recent
File "/home/ec2-user/a
[1 4 Noteb
erving notebooks from
active kerne
he Jupyter Notebook is running at:
7token=97edc24ee41eb9d41c5b99f7469a738e5643c16b01cI88e2
p://1, 0.1:8889/7token=97edc24ee41eboda1c5h9917469a738e5643¢16b01c9882
hutdown this notebook server (y/[nl)z from conda_env.cli.main import main
2 a_env/clifmain.py”, line 44, in <modul:

3/bin/conda-env", line 6, in <module>
interrupted
1 directory: /home/ec2-user

File "/home/ec2-user/anaconda3/lib/python3.7/site-packages/conda_env/cli/main_create.py”, line 17, in <module=
frem .. import exception:
File "/home/ec2-user/anacon te-packages /conda_er __init___py", line 7, in <module>
File "/home/ec2-user/anaconda3/ ite-packages/conda_env/specs/binstar.py", line 11, in <modules
from binstar_client import e
te-packages/binstar_client/ init_ .py", line 17, in <modul
jencode, pv
File "/home/ec lib/python3.7/site-packages/binstar_client/utils/__init__.py", line 17, in <modul
from .config load tann, are_token,
File "/home/ec2-u: a 3/ Py . ages/binstar_client/utils/config.py”, line 18, in <modul
from binstar, cundq import CONDA PF‘\EFIH, CONDA_ROOT
File "/home/ec anaconda3/lib/python3.7/site-packages /binstar_client/utils/conda.py”, line €6, in <module:
CONDA_ROOT = get_conda_root()
-user/anaconda3/lib/ binstar_client/utils/conda.py”, line 62, in get_conda_root
/python3.7/site-packages/binstar_client/utils/conda.py®, line 36, in _conda_reot_from_conda_info
subprocess.check uutput([(ummand son']) .decode("utf-g")
File ”,-hume,ez -user/anaconda3/Llib/python3.7, py", line 411, in check_output
“*kuarg
File "/home/ec2-user/anaconda3/lib/python3.7/s s.py", line 498, in run
imeout)
ome/ec2-user/anaconda3/1ib/python3.7. py", line 951, in communicate
eh‘ tdout.read()

kappl Couldn't call 'conda' to get the environments. Output:



MNIST Dataset — Training/Testing Datasets & One Character Encoding

" Different phases in machine learning
. Training phases is a hypothesis search TR e

= Testing phase checks if we are on the right track
once the hypothesis is clear

H H H - e e 0 © © 0 © 0 © e o 6 © 0 46 130 L

= Validation phane for model selection (set fixed R N T T+

t d t d It © © © ©0 © O 18 171219253253 25325319580 9 ©

parameters and set model types e f Dl e R e S

n O © 0 o o © © o 6 78 25225212559 0 18 208
ne 1or training on I.e. tralining se

] O frt t o 6 o o o 1305 3126 o 0 o o o
INg on l.e. test se

ne 1or testing .e.

Exact seperation is rule of thumb per use case
(e.g. 10 % training, 90% test)

Practice: If you get a dataset take immediately test data away
‘throw it into the corner and forget about it during modelling’)

Once we learned from training data it has an ‘optimistic bias’
Usually start by exploring the dataset and its format & labels
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AR IR R R R R
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mmmme st sutomua g8 ) s
Simimals e sl e e St Bl s e ee S8
Pommer i rel  gacimman e s b
Commas g ps s pimmen et e e
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SEEms ety meg mEoen § o et
Smmae s as S mmel s S dG sy
mEma s Mt e Il mmEems amim e
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i R R L R
Powtemmmme s 0SS EESsERs s ses B
SRR NE BRI LR LR R R
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PrEssEssa sy smcam s f g
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Label:
o

‘training set’

153

‘test set’

Trainin% Examples

X]_?y}_ ,'='7 XN7yN

]
(historical records, groundtruth data, examples)
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MNIST Dataset — Data Exploration Script Training Data — Revisited

= _ JupyterLab X = [m] X
'import numpy as np - Lo_ad_lng MNIST ! (:Q ®a h(tyQ’Jupy'cyJ;:fzjuclich.dc/uscr, w0 e @ ¥ LinDO MBSO =
from keras.datasets import mnist tralnlrlg datasets S Fle G Vew R Keme b Tbs Seungs Hep
(X) with labels (Y) o [ oonmisr o |
\ stored in a binary jprxRErRC e i ©
# download and shuffled as training and testing set \\ numpy format ; o T
(X_train, y_train), (X_test, y_test) = mnist.load_data() 1. Format is 28 x 28 .
pixel values with
# function to explore one hand-written character grey level from 0 .
def character_show(character): (white background) | - (01 <13 rormat (o
for y 1in character: to 255 (black é
row = "" foreground) . -
for x 1in y: ||| i
row += '{0: <4}'.format(x) “ o 6 5 6 5 65 o0 606 60 606 6 60 60 60 6o 00 oo
print(row) i[* Small helper R
! function that prints Ll LG L Ll mmnmmmrmmaa
|| row-wise one PEiEEIDRRRRBEREREREVIESOILL
# view first 10 hand-written characters 1l ‘hand-written® 9 9 @ 0 ¢ o ¢t o i Mmoo o 0 0 9 0 6 0 0 O o o 0
for i in range (0,9): \ character with the SEEEEEEEEEEE S T RN R
character_show(X_train[i]) grey levels stored 6 6 o 6 6 0 o 6 0 o 6 o o o o 1aeomomiwa o o 6 o o o a ¥
print("\n") in training dataset
print("Label:") =  Should reveal the A
print(y_train[i]) nature of the ;fj" i [1] Jupyter
print("\n" number (aka label) Jupyter @ JsC
s g y
N’
" Example: loop of the training dataset (e.g. first 10 characters as shown here) PR—
= At each loop interval the ‘hand-written‘ character (X) is printed in ‘matrix notation‘ & label (Y)

Lecture 7.1 — Using Deep Learning Techniques in Clouds 19 /50



Data Inspection using Keras Dataset MNIST with Visualization in Jupyter

Lecture 7.1 — Using Deep Learning Techniques in Clouds

<&

c @

© [ 127.00.1:8888,

) Jupyter Preprocessing Last Checkpoint: 8 minutes ago (unsaved changes)

File

+

In

In

In

In

Edit

View Insert Cell Kernel Widgets Help

& B 4 % MHRin B C B cCode v =

import numpy as np
from keras.datasets import mnist

Using TenserFlow backend.

w L'in OB ® @ e
[ Logout

Trusted I| Environment (conda_tensorflow_p27) O

WARNING: tensorflow:From /home/ecZ-user/anaconda3/envs/tensorflow_p27/1ib/python2.7/site-packages/tensorflow_core/__init__.p
y:1473: The name tf.estimator.inputs is deprecated. Please use tf.compat.vl.estimator.inputs instead.

(X_test, v_test)

def character show(character):

for y in character:

row =

<4} "'.format (x)

w(X_test[i])

8%)
test[i])

B

0 Q 0 0 Q 0 0 0 a 0 0 a 0 0 Q 0 0 Q 0
Q o a a o o a 0 o a Q o a Q o a a o o
0 a 0 0 a 0 0 0 a 0 0 a 0 0 a 0 0 a 0
Q o a a o o a 0 o a Q o a Q o a a o o
0 0 0 0 0 o 0 0 0 0 0 0 0 0 0 0 0 0 o
Q o a a o o a 0 o a Q o a Q o a a o o
0 a 0 0 a o 0 0 o 0 0 o 0 0 a 0 0 a o
Q a a a a o 84 185 158 151 &0 3 a Q a a a a o
0 a 0 0 a o 222 254 254 254 254 241 198 198 198 1G98 198 198 198
0 o a a o 0 67 114 72 114 163 227 254 225 254 254 254 250 2289
0 a 0 0 a o 0 0 o 0 0 17 &6 14 &7 &7 &7 59 21
0 a 0 0 a 0 0 0 a 0 0 a 0 0 a 0 0 a 83
0 0 0 0 0 0 0 0 o 0 0 o 0 0 0 0 0 2z 233
0 a 0 0 a 0 0 0 a 0 0 a 0 0 a 0 0 129 254
Q o a a o o a 0 o a Q o a Q o a 5% 249 254
0 0 0 0 0 0 0 0 a 0 0 a 0 0 a 0 133 254 187
Q o a a o o a 0 o a Q o a Q o Ll 205 248 58
0 0 0 0 0 o 0 0 0 0 0 0 0 0 0 126 254 182 0
Q o a a o o a 0 o a Q o 0 0 75 251 240 57 0O

BEONANRNNRNNE D OO o000

=]

=]

254

0
I
"

N
=)
©

i)

o o o0 o 0o 0 ~
¢ 2 0 0 o 0
t o o 0 0 0
¢ o o 0 o 0
¢ o 0o 0 0 0
¢ o o 0 o 0
g o o0 o0 0o 0
¢ 2 0o 0 o 0
g o o0 o0 0o 0
¢ 0 0o 0 0 0
g o o0 o0 0o 0
t o o 0 0 0
T o 0 0 0 0
t o o 0 0 0
¢ 2 0 0 o 0
t o o 0 0 0
¢ o o 0 o 0
¢ o 0o 0 0 0
¢ o o 0 o 0
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MNIST Dataset with Perceptron Learning Model — Need for Reshape

= Two dimensional dataset (28 X 28) = Note that the reshape from two dimensional MNIST data to one
. . . long vector means that we loose the surrounding context
= Does not fit well with in pUt to Perceptron Model " Loosing the surrounding context is one factor why later in this

= Need to prepare the data even more lecture deep learning networks achieving essentially better

performance by, e.g., keeping the surrounding context
= Reshape data = we need one long vector
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MNIST Dataset — Reshape & Normalization — Example

784 dinput pixel values per train samples

(One |Ong input VeCtor 784 dinput pixel values per test samples

. [o. 0. 0. 0. 0. 0.
with length 784) , - o , - o
0. 0. 0. 0. 0. 0. . . L. .
0. 0. 0. 0. 0. 0. (two dimensional original input)
0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. © o 6 ©6 6 © 6 © 6 6 06 6 ©6 06 ©6 06 6 06 6 ©6 6 ©6 06 0 0 0 0 0
0. 0. 0. 0. 0. 0. © ©o 6 © 6 © ©6 © 06 6 0 6 ©6 6 06 0 6 0 6 06 6 06 0 0 0 0 0 0
0. 0. 0. 0. 0. 0. © o 6 o 6 © © © 0 ©6 0 6 ©6 0 6 0 6 0 6 06 6 ©6 0 6 0 0 0 0
0. 0. 0. 0. 0. 0. © 06 © © © © 06 © 6 o 06 6 ©6 6 e 06 o 06 6 06 6 © 06 o 0 0 0 0
0. 0. 0. 0. 0. 0. © 06 © © © © 6 © 6 © o e © 6 e 6 o 06 6 © 6 © 6 o 0 0 0 0
o 0 o o 0 o © 6 6 © © © 6 © 06 0 0 6 3 18 18 18 126 136 175 26 166 255 247 1270 0 0 0
ZCl : : . : : : © 6 © © © © 0 © 30 36 94 154 170 253 253 253 253 253 225 172 253 242 195 64 0 0O 0 0
0. 0. 0. 0. 0. 0. © 6 6 © 0 © 0 49 238 253 253 253 253 253 253 253 253 251 93 82 82 56 39 0 0 O 0 0
0. 0. 0. 0. 0. 0. © 6 6 0 06 © 0 18 219 253 253 253 253 253 198 182 2472416 © 6 © 0 © 0 0 0 0
. 0. 0. 0. 0. 0. 0. © o © ©0 © © 0 © 80 156 107 253 253 20511 O 43 1546 © 6 ©6 © © 0 0 0 0
p— . 0. 0. 0. 0. 0. 0. © o 6 0 © ©6 0 6 0 14 1 1542539 6 © 6 ©O© 6 ©6 6 6 0 6 0 0 0 0
© 6 © © © © 0 © 06 0 0 1392531%2 6 © 06 6 © 6 © 0 o 0 0 0 0
. 0. 0. 0. 0. 0. 0.
© 6 © © © © 06 © 06 0 ©0 11 19025370 6 © ©6 © © 6 © 0 © 0 0 0 0
0. 0. 0. 0. 0. 0. ® © © © © © © © O O O 6 35 2412251601081 6 © 6 O O O O O 0 0
:B 0. 0. 0. 0. 0. 0. © o © 06 © 06 o 6 0 0 0 0 0 8l 24025325311925 6 O ©6 0 O 06 O 0 0
m 0. 0. 0. 0. 0. 0. © 6 6 ©6 6 © 06 © 06 6 0 06 0 0 45 1862532531527 6 © O O O O 0O 0
0. 0. 9. 0. 0. 9. © o6 6 06 6 © 06 © 06 6 0 6 0 06 ©0 16 93 25225318706 © 06 © O O 0 0
o 0 o o o o © o 6 o0 ©6 © 0 ©6 0 6 0 6 06 0 6 0 0 24925324964 6 0 © 0 0 0 0
) : : ) : : e e © e e e e e e 6 e e 6 0 46 130 1832532532072 O O O O 0 0 0
0. 0. 0. 0. 0. . © o © 0 © © O © 0 © 0 ©O 39 148 229 253253 2532501820 © © © O O © 0
0. 0. 0. 0. 0. 0. e o © 0 6 ©6 0 6 0 0 24 114221 253253 25325320178 @6 O O O O 0O O O 0O
0. 0. 0. 0. 0. 0. © 6 0 © © © 0 © 23 66 213253253253 2531988L 2 © © © © 0 © 0 0 0 0
0. 0. 0.01176471 0.07058824 0.07058824 0.07058824 6 o 0 6 0 0 18 171219 253 253 253 253 1958 9 6 6 © @ © 06 06 06 06 6 0 0
®© 0 0 © 55 172 226 253 253 253253 24413311 6 06 6 O 6 © 06 ©6 06 © 0 0 0 0
0.49411765 0.53333336 0.6862745 0.10196079 0.6509804 1. 6 0 © 0 136253 253253212 13513216 6 © © © © o o o6 o © o © o o o o
0.96862745 0.49803922 0. 0. 0. 0. e © © © © © o © © © © © 6 o o o e e o o e 6 o o o e e o
0. 0. 0. 0. 0. 0. e o © © © © o e o o o e e o e o o e o e o e 0 0 e 0 e 0
0. 0. 0.11764706 0.14117648 0.36862746 0.6039216 [¢] [¢] <] [¢] [¢] 0 [¢] [} [} [¢] [o] o] [¢] 0] [c] [¢] [0] [¢] [¢] [o] [¢] [¢] o] [} [} [0] o] [¢]
0.6666667 0.99215686 0.99215686 0.99215686 0.99215686 0.99215686
(numbers are 0.88235205 0.6745098 0.99215686 0.9490196 0.7647059 0.2509804 Labels
0. 0. 0. 0. 0. 0. s
between 0 and 1) 0. 0. 0. 0. 0. 0.19215687
©.93333334 0.99215686 0.99215686 0.99215686 0.99215686 0.99215686
0.99215686 0.99215686 0.99215686 0.9843137 0.3647059 0.32156864
0.32156864 0.21960784 0.15294118 0. 0. 0.
0. 0. 0. 0. 0. 0.
0. 0. 0. 0.07058824 0.85882354 0.99215686
0.99215686 0.99215686 0.99215686 0.99215686 0.7764706 0.7137255
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MNIST Dataset & Multi Output Perceptron Model

= 10 Class Classification Problem
= Use 10 Perceptrons for 10 outputs with softmax activation function (enables probabilities for 10 classes)

(Dense (Softmax (output
Layer) probabilities) from keras.models import Sequential
from keras.layers.core import Dense, Activation
\ s’
\ ,/, # model Keras sequential
\\ P4 model = Sequential ()
\
- - # add fully connected layer - input with output
,’ model .add (Dense (NB_CLASSES, input_shape: (RESHAPED, )))
~
~
// \\ # add activation function layer to get class probabilities
N, model.add (Activation ('softmax'))
# printout a summary of the model to understand model complexity
model . summary ()
(input m = 784) (10 neurons sum (softmax (NB_CLASSES = 10)
with 10 bias) activation) (parameters = 784 * 10 + 10 bias
. Note that the output units are independent among each other in contrast to neural networks with one hidden layer = 7850)
=  The output of softmax gives class probabilities T o F r—
" The non-linear Activation function ‘softmax‘ represents a generalization of the sigmoid function - it squashes an dense_1 (bense) one, 10) 7850
n-dimensional vector of arbitrary real values into a n-dimenensional vector of real values in the range of 0 and 1 — activation_I (Activation)  (None, 10) o
here it aggregates 10 answers provided by the Dense layer with 10 neurons
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MNIST Dataset & Compile Multi Output Perceptron Model

. Comp||e the model m from keras.optimizers import SGD

.. . OPTIMIZER = SGD() # optimization technique
= Optimizer as algorithm used to update : (’

weights while training the model
= Specify loss function (i.e. objective

£(x) f(x)

(minimization: substract gradient term
because we move towards local minima)

(finding this point x is the

goal of gradient descent) position a (current position)

(the derivative of f
function) that is used by the optimizer \ e gy b=a+tyV f(a) l(oxfﬁ"t‘:“w“:’s
to navigate the space of weights ’ A Lo
i before the step) is steepest ascent)

= (note: process of optimization is also
called loss minimization, cf. Invited

lecture Gabriele Cavalla FO) =  Compile the model to be executed by the Keras backend (e.g. TensorFlow)

» |ndicate metric for model evaluation . (s)tztl;nxiztizr?:aif::tti:nescent (GD) uses all the training samples available for a

(new position  (weighting factor known as step-size,
+ + after the step) can change at every iteration,
xl zero gradient x2 X3 X also called learning rate)

X X X

(e-g-; accCura CV) =  Optimizer Stochastic Gradient Descent (SGD) converges faster: only one
. . training samples used per iteration
u SpEley loss function = Loss function is a multi-class logarithmic loss: target is ti,j and prediction is pi,j
. .. . " Categorical crossentropy is suitable for multiclass label predictions (default
= Compare prediction vs. given class label with softmax)

= E.g. categorical crossentropy

Li = =Y.t: . log(p; . [10] Big Data Tips,
# specify loss, optimizer and metric ; 3 0 O(pl,'}) Gradient Descent

model.compile(loss='categorical_crossentropy', optimizer=0OPTIMIZER, metrics=['accuracy'])
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Full Script: MNIST Dataset — Model Parameters & Data Normalization

import numpy as np

from keras.datasets import mnist

from keras.models import Sequential

from keras.layers.core import Dense, Activation

from keras.optimizers import SGD

from keras.utils import np utils

# parameter setup
4 parapeter s p

NB _EPOCH =

NB CLASSES = 10 # nt
OPTIMIZER = SGD() #
VERBOSE = 1

= number of

@HLOALIES]

technigue

20 I PR
BATCH STZE = 8 /’

# download and shuffled as training and testing set

(X train, y train), (X test, y test) = mnist.load data()

# X train is 60000 rows of
RESHAPED = 784

X train = X train.reshape (60000, RESHAPED)
X test = X test.reshape (10000, RESHAPED)

X train = X train.astype('float32")

X test = X test.astype('float32'")

28x28 values --> reshaped in 60000 x

# normalize
X train /= 255
X_test /= 255

84

. NB_CLASSES: 10 Class Problem
. NB_EPOCH: number of times the model is exposed to the overall training set — at
each iteration the optimizer adjusts the weights so that the objective function is
7 minimized — increasing leads to better accuracy, but also to overfitting (cf. Lecture 7)
’,*' . BATCH_SIZE: number of training instances taken into account before the optimizer
performs a weight update to the model
" OPTIMIZER: Stochastic Gradient Descent (‘SGD‘) — only one training sample/iteration
. Data load shuffled between training and testing set in files
. Data preparation, e.g. X_train is 60000 samples / rows of 28 x 28 pixel values that are
y reshaped in 60000 x 784 including type specification (i.e. float32)
/ . Data normalization: divide by 255 — the max intensity value
,,' to obtain values in range [0,1]
/

' <o

‘training set’

I

‘test set’

# output number of samples
'train samples')
'test samples')

print (X train.shape[0],
print (X test.shape[0],

Trainin% Examples

()(]’ lll)ﬂ ':'7 ()(FU7 ZIPJ)

1
(historical records, groundtruth data, examples)

» Assignment #2 will explore the change of parameters in context of changes in running time when training models on GPUs vs. CPUs
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Full Script: MNIST Dataset — Fitting a Multi Output Perceptron Model

(full script continued from previous slide)

# convert class label vectors using one hot encoding ‘,"
Y_train = np_utils.to_categorical(y_train, NB_CLASSES) ‘,"
Y_test = np_utils.to_categorical(y_test, NB_CLASSES) 7

The Sequential() Keras model is a linear pipeline (aka ‘a stack‘) of
various neural network layers including Activation functions of
different types (e.g. softmax)

Dense() represents a fully connected layer used in ANNs that means
that each neuron in a layer is connected to all neurons located in the
previous layer

# model Keras sequential ‘,"
model = Sequential() ‘,"

# add fully connected layer - input with output
model.add(Dense (NB_CLASSES, input_shape=(RESHAPED,)))

# add activation function layer to get class probabilities -

The non-linear activation function ‘softmax‘ is a generalization of the
sigmoid function — it squashes an n-dimensional vector of arbitrary
real values into a n-dimenensional vector of real values in the range
of 0 and 1 — here it aggregates 10 answers provided by the Dense
layer with 10 neurons

model.add (Activation('softmax'))

# printout a summary of the model to understand model complexity
model.summary ()

# specify loss, optimizer and metric -

Loss function is a multi-class logarithmic loss: target is ti,j and the
prediction is pi,j

model.compile(loss="'categorical_crossentropy', optimizer=OPTIMIZER, metrics=['accuracy'])

# model training
history = model.fit(X_train, Y_train, batch_size=BATCH_SIZE, epochs=NB_EPOCH, verbose=VERBOSE) ™,

Li = =%;t; ;1og(pi ;)

# model evaluation

score = model.evaluate(X_test, Y_test, verbose=VERBOSE)

Train the model (‘fit‘) using selected batch & epoch sizes on training
& test data

print("Test score:", score[0])
print('Test accuracy:', score[l])

» Assignment #2 will explore the change of parameters in context of changes in running time when training models on GPUs vs. CPUs
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Running a Simple ANN with no hidden layers — Multi-Output-Perceptron

c & @ [ 127.0.0.1:8888/notebooks/ANN_0_Hidden.ipynb e d LIinD HE® ® @
’ Jupyter ANN_0_Hidden Last Checkpoint: 27 minutes ago (unsaved changes) ? Logout
File Edit View Insert Cell Kernel Widgets Help Trusted Environment (conda_tensorflow_p27) @
B + 3 @@ B 4+ % MHRn B C W coe v | =
In [1]: from _ future__ import print_function

import numpy as np
from keras.datasets import mnist

from keras.models import Sequential

from keras.layers.core import Dense, Rctivation
from keras.optimizers import SGD

from keras.utils import np_util
np.random. seed (1671) # for

Using TensorFlow backend.

WARNING:tensorflow:From /home/ec2-user/anaconda3/envs/tensorflow_p27/lib/pythen2.7/site-packages/tensorflow_core/  init_ .p
y:1473: The name tf.estimator.inputs is deprecated. Please use tf.compat.vl.estimator.inputs instead.

downl

X _train,

n [3]:

{
R
RESHAPED)
FED)

(y_train, NB_CLASSES)
¥_test — np utils.to categorical (y_test, NB_CLASSES

&
10000 test samples

00 train samples

Lecture 7.1 — Using Deep Learning Techniques in Clouds

Epoch 189/200

48000/48000 [ 1 - 1s l4us/step - loss: 0.2762 - acc:
41

Epoch 200/200

48000/48000 [ 1 - 1s l4us/step - loss: 0.2761 - acc:
41

23:12:30 +0000"

uate (X_test, Y _test, verbose—VERBOSE)
score[0])

print ('Test a , score[l]

10000/10000 [ 1 - 0s 22Zus/step
Test score: 0.2773858518630266

0.9229 - val_less: 0.2757 - val _acc: 0.92

0.9230 - val_less: 0.2756 - val _acc: 0.92

" Note that the outcome of the training process is the
result of optimization techniques like SGD that tend

to vary ‘a bit’

" Note that the outcome of the training process can
be dependent on the length of training increasing
accuracy to a certain point when overfitting starts

=  Overfitting can be controlled with validation and
regularization techniques that belong to advanced
machine learning methods to be studied in full
university machine learning course in detail

OVERFITTING OPTIMUM A UNDERFITTING

a
error

cf. Lecture 6 and 7

Error

Overfitting

Error on training samples

Number of iterations
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MNIST Dataset — A Multi Output Perceptron Model — Output & Evaluation

Epoch 7/20
60000/60000 [ I
Epoch 8/20
60000/60000 [ I
Epoch 9/20
60000/60000 [ I
Epoch 10/20
60000/60000 [ ]
Epoch 11/20
60000/60000 [ I
Epoch 12/20
60000/60000 [ I
Epoch 13/20
60000/60000 [ I
Epoch 14/20
60000/60000 [ I
Epoch 15/20
60000/60000 [ I
Epoch 16/20
60000/60000 [ I
Epoch 17/20
60000/60000 [ I
Epoch 18/20
60000/60000 [ I
Epoch 19/20
60000/60000 [ I
Epoch 20/20
60000/60000 [ I

# model evaluation

26us/step
26us/step
25us/step
26us/step
26us/step
25us/step
26us/step
25us/step
25us/step
24us/step
25us/step
25us/step
25us/step

24us/step

score = model.evaluate (X test, Y test, verbose=VERBOSE)

print ("Test score:", score[0]
print ('Test accuracy:', score[l]

10000/10000 [ ]
Test score: 0.33423959468007086
Test accuracy: 0.9101

- Os

4lus/step

Lecture 7.1 — Using Deep Learning Techniques in Clouds

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

L4419

L4271

L4151

.4052

.3968

.3896

.3832

L3777

L3727

.3682

.3641

.3604

.3570

.3538

acc:

acc:

acc:

acc:

.8838

.8866

.8888

.8910

.8924

.8944

.8956

.8969

.8982

.8989

.9001

.9007

.9016

.9023

(Dense (Softmax (output

Layer) Layer) probabilities@
\ ,’
\ ’
\\ ,/
\
,/
U4 \\
4 ~
’ \*A‘
(input m = 784) (10 neurons sum (softmax (NB_CLASSES = 10)
with 10 bias) activation)

How to improve the model design by extending the neural network topology?
Which layers are required?

Think about input layer need to match the data — what data we had?

Maybe hidden layers?

How many hidden layers?

What activation function for which layer (e.g. maybe RelLU)?

Think Dense layer — Keras?

Think about final Activation as Softmay (cf. Day One) 2> output probability
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MNIST Dataset — Add Two Hidden Layers for Artificial Neural Network (ANN)

All parameter value remain the same as before

We add N_HIDDEN as parameter in order to set 128 neurons in one
hidden layer — this number is a hyperparameter that is not directly [35] big-data.tips,

defined and needs to be find with parameter search

[34] b,'g-data_ tips, Input Hidden Layers Output
‘Relu Neural Network’

‘tanh’

NB_EP
BATCH
NB_CL
OPTIM
VERBO
N_HID

# parameter setup

OCH = 20
RSIVZE
ASSES
IZER =
SE=1
DEN = 128 # number of neurons in one hidden layer

128
10 # number of outputs = number of digits
SGD() # optimization technique

# mod.
model

el Keras sequential
= Sequential()

# mod
#2 h

model

model.
model.

model.
model.

eling step

idden layers each N_HIDDEN neurons

add (Dense (N_HIDDEN, input_shape=(RESHAPED,)))
add(Activation('relu')) N
.add(Dense (N_HIDDEN))
add(Activation('relu'))
add (Dense (NB_CLASSES))

# add

model.

activation function layer to get class probabilities
add(Activation('softmax'))

(activation functions ReLU & Tanh)

model.add (Dense(N_HIDDEN)) model.add(Dense (N_HIDDEN))
model.add (Activation('relu')) model.add(Activation('tanh'))

= The non-linear Activation function ‘relu‘ represents a so-called Rectified Linear Unit (ReLU)
that only recently became very popular because it generates good experimental results in
ANNs and more recent deep learning models - it just returns 0 for negative values and
grows linearly for only positive values

= Ahidden layer in an ANN can be represented by a fully connected Dense layer in Keras by
just specifying the number of hidden neurons in the hidden layer

» Assignment #2 will explore the change of parameters in context of changes in running time when training models on GPUs vs. CPUs
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Running a Simple ANN with two hidden layers

c @ © [ 12700 Lin @O B ® @ 6

: Jupyter ANN_2 Hidden Last Checkpoint: 30 minutes ago (unsaved changes) [ Logout

File Edit View Insert Cell Kernel Widgets Help Not Trusted I‘ Environment (conda_tensorflow_p27) Q)

+ 3 A B 4 % MRin B C W Code v =

In [1]: from _ future  import print_function
import numpy as mp
from keras.datasets import mnist
from keras.models import Sequential
from keras.layers.core import Dense, RActivation
from keras.optimizers import SGD
from keras.utils import np_utils
np.random.seed (167

Using TensorFlew backend.

WARNING:
v:1473: The name tf.estimator.inputs is deprecated. Please use tf.compat.vl.estimator.inputs instead.

ensorflow:From /home/ec2-user/anaconda3/envs/tensorflew_p27/lib/python2.7/site-packages/tensorflow core/_ init_ .p

Epoch 196/200

S
'

- 1z 26éus/step - loss: 0.0160 - ace: 0. val_loss: 0. val_acc: 0.87

9
'

- 1s 26us/step - loss: 0.0158 - acc: 0. val_loss: - val_acc: 0.97

NB_EPOCH = 20
BATCH SIZE
VERBOSE = 1
NB_CLASSES
OPTIMIZER
N DDEN =
VALIDATION_ SPLIT

S

- 1s 26éus/step - loss: 0.0157 - ace: 0. 8 - val_loss: 0.0891 - wval_acc: 0.97

- 1s 26us/step - loss: 0.0155 - acc: 0.

9
'

vel_loss: 0. - vel_acc: 0.97

S

- 1z 26éus/step - loss: 0.0154 - acec: 0. - val_loss: 0.0892 - val_acc: 0.97

In [3]: |# dow
(X_train,
# X tr
RESHAPED
¥_train = ¥_train.reshape
¥_test = X test.reshape(l
X_train = X_train.astype('float3
X_test = X _test.astype('float3z’)

'"Mon, 26 Cct 2020 23:19:28 +0000'
mnist.load datal{)

€0000 x

In [7]: # model =

score = model.evaluate (X _test, ¥_test, verbose=VERBOSE)
00, RESHAPED) print(
, RESHAFED) Lkl
')

(60

', score[l]

-

1 - 0= 27us/step
0.07618757467148826

Test accuracy: 0.9764

@ o

X test /= 25
print (X_train.shape[0], 'train samples')
print (X_test.shape[0], 'test samples')

np utils.to_categorical(y train, NB_CLASSES)
¥_test = np_utils.to_categorical (y_test, NB_CLASSES)

£0000 train samples
10000 test samples
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MNIST Dataset — ANN Model Parameters & Output Evaluation

Epoch 7/20

60000/60000 [==============================] -
Epoch 8/20

60000/60000 [==============================] -
Epoch 9/20

60000/60000 [==============================] -
Epoch 10/20

60000/60000 [==============================] -
Epoch 11/20

60000/60000 [==============================] -
Epoch 12/20

60000/60000 [==============================] -
Epoch 13/20

60000/60000 [==============================] -
Epoch 14/20

60000/60000 [==============================] -
Epoch 15/20

60000/60000 [==============================] -
Epoch 16/20

60000/60000 [==============================] -
Epoch 17/20

600@0/600@@ [::================::::::::::::] -
Epoch 18/20

60000/60000 [==============================] -
Epoch 19/20

60000/60000 [==============================] -
Epoch 20/20

60000/60000 [==============================] -

# model evaluation

1s

1s

1s

1s

1s

1s

1s

1s

1s

1s

1s

1s

1s

1s

18us/step
18us/step
18us/step
18us/step
18us/step
18us/step
18us/step
18us/step
18us/step
18us/step
18us/step
18us/step
18us/step

18us/step

score = model.evaluate(X_test, Y_test, verbose=VERBOSE)

print("Test score:", score[0])
print('Test accuracy:', score[l])

10000/10000 [==============================] - @s 33us/step

Test score: 0.16286438911408185
Test accuracy: 0.9514

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

.2264 - acc: 0.9356

.2175 - acc: 0.9386

.2092 - acc: 0.9412

.2013 - acc: 0.9432

.1942 - acc: 0.9454

.2743 - acc: 0.9223

.2601 - acc: 0.9266

L2477 - acc: 0.9301

.2365 - acc: 0.9329

Input

.1876 - acc: 0.9472

.1813 - acc: 0.9487

.1754 - acc: 0.9502

L1700 - acc: 0.9522

.1647 - acc: 0.9536

# printout a summary of the model to understand model complexity
model .summary ()

Layer (type) Output Shape Param #
dense_1 (Dense) (None, 128) 100480
Hidden Layers Output activation_1 (Activation) (None, 128) 0
. dense_2 (Dense) (None, 128) 16512
0
/ activation_2 (Activation) (None, 128) 0
7@ @
dense_3 (Dense) (None, 10) 1290
Y : :
AV .‘*-x activation_3 (Activation) (None, 10) 0
\
\ "I'AAH Ye
\ d Total params: 118,282

Trainable params: 118,282
Non-trainable params: 0

1
1
1
1

Multi Output Perceptron:

~91,01% (20 Epochs)
ANN 2 Hidden Layers:
~95,14 % (20 Epochs)

Dense Layer connects every neuron in this dense layer to the next
dense layer with each of its neuron also called a fully connected
network element with weights as trainiable parameters

Choosing a model with different layers is a model selection that
directly also influences the number of parameters (e.g. add Dense
layer from Keras means new weights)

Adding a layer with these new weights means much more
computational complexity since each of the weights must be
trained in each epoch (depending on #neurons in layer)

Lecture 7.1 — Using Deep Learning Techniques in Clouds
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Using Convolutional Neural Network (CNN) & GPUs in Clouds

O
O
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Innovative Deep Learning Techniques — Revisited (cf. Lecture 6 & 7)

...............

ddaaae

[11] M. Riedel, ‘Deep Learning - Using a Convolutional Neural Network,
Invited YouTube Lecture, six lectures, University of Ghent, 2017

[14] Neural Network 3D Simulation

Lecture 7.1 — Using Deep Learning Techniques in Clouds

Engeneer
Transform

Learn
m

Traditional
Machine
Learning

Deep
Learning

[12] M. Riedel et al., ‘Introduction to Deep Learning Models’,
JSC Tutorial, three days, JSC, 2019

" Innovation via specific layers and architecture types

%%@E%%%%%% NI R PR RSN
7

riclainisiElon A=l Elr] ]
tlalbinisiEE

RerLendaT

EEREE e [15] A. Rosebrock
0268 a0 6

21EF 678505

oy
-ty
e
-

ey

N -

[13] H. Lee et al., ‘Convolutional
Deep Belief Networks for
Scalable Unsupervised

Learning of Hierarchical

co N
B ONND oy N

feature extraction

classification
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Complex Relationships: ML & DL vs. HPC/Clouds & Big Data (cf. Lecture 0)

‘small datasets’

manual feature
engineering’
changes the
ordering

Model Performance / Accuracy

High Performance
Computing & Cloud
Computing

Large Deep Learning Networks

Medium Deep Learning Networks

Small Neural Networks

Traditional Learning Models

Random
Forests

oo Statistical
Computing with R

Weka Octave

scikit-learn

v

Dataset Volume

Lecture 7.1 — Using Deep Learning Techniques in Clouds

> ‘Big Data’ [16] www.big-data.tips
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Understanding Feature Maps & Convolutions — Online Web Tool

2D Visualization of a Convolutiona X i

&« c ® @ scs.ryerson.ca/~aharley/vis/conv/flathtml ooe L xd N @ ® =

[Draw your number here

Downsampled drawing:
First guess:

Second guess:

Downsampling layer 1

onvolution layer 2

[17] Harley, A.W., An Interactive Node-Link Visualization of Convolutional Neural Networks
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from
from
from
from
from
from
from
from
from
from

keras

keras.
keras.

keras
keras

keras.
keras.
keras.

keras

MNIST Dataset — Convolutional Neural Network (CNN) Model

import backend as K
models import Sequential
layers.convolutional {import Conv2D

.layers.convolutional import MaxPooling2D
.layers.core import Activation
keras.

layers.core import Flatten
layers.core import Dense
datasets +dimport mnist
utils dimport np_utils

.optimizers import SGD, RMSprop, Adam

import numpy as np
import matplotlib.pyplot as plt

#define the CNN model

clas

s CNN:

@staticmethod
def build(input_shape, classes):

model

Sequential()

# CONV => RELU => POOL

model.add (Conv2D (20, kernel_size=5, padding="same",
input_shape=input_shape))

model.add (Activation("relu"))

model.add (MaxPooling2D(pool_size=(2, 2), strides=(2, 2)))

# CONV => RELU => POOL

model.add (Conv2D(50, kernel_size=5, border_mode="same"))

model.add (Activation("relu"))

model.add (MaxPooling2D(pool_size=(2, 2), strides=(2, 2)))

# Flatten => RELU layers
model.add (Flatten())

model.add (Dense (500))

model.add (Activation("relu"))

# a softmax classifier
model.add (Dense(classes))
model.add (Activation("softmax"))

return

model
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/ 20 ’;g:tsure 'Frﬂ

" Increasing the number of filters learned to 50 in the next layer from 20 in the first
layer
= Increasing the number of filters in deeper layers is a common technique in deep
) learning architecture modeling
,’ . Flattening the output as input for a Dense layer (fully connected layer)
,’ " Fully connected / Dense layer responsible with softmay activation for classification
Il based on learned filters and features
’I
1 [18] A. Gu”" et al. # printout a summary of the model to understand model complexity
1 model.summary ()
/
II Layer (type) Output Shape Param #

/) conv2d_1 (Conv2D) (None, 20, 28, 28) 520
/4 50 Feature Derse N
Maps Layer Dense Output - - - -
I Layer activation_1 (Activation) (None, 20, 28, 28) [¢]

max_pooling2d_1 (MaxPooling2 (None, 20, 14, 14) 0
conv2d_2 (Conv2D) (None, 50, 14, 14) 25050
activation_2 (Activation) (None, 50, 14, 14) 0
Input
=]
H—i_ it | max_pooling2d_2 (MaxPooling2 (None, 50, 7, 7) 0
flatten_1 (Flatten) (None, 2450) (0]
dense_1 (Dense) (None, 500) 1225500
~o - ———
S activation_3 (Activation) (None, 500) 0
~~~
N~ dense_2 (Dense) (None, 10) 5010
P o Sso
# initialize the optimizer and model ~ activation_4 (Activation) (None, 10) 0

~
model = CNN.build(input_shape=INPUT_SHAPE, classes:NB_CLASSFS)..
model.compile(loss="categorical_crossentropy", optimizer=OPTIMIZ€§7~..
metrics=["accuracy"])

Total params: 1,256,080
S Trainable params: 1,256,080
Non-trainable params: 0
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MNIST Dataset — Model Parameters & 2D Input Data

# parameter setup

NB_EPOCH = 20

BATCH_SIZE = 128

VERBOSE = 1

OPTIMIZER = Adam()
VALIDATION_SPLIT=0.2

IMG_ROWS, IMG_COLS = 28, 28 # input i
NB_CLASSES = 10 # number of outputs =
INPUT_SHAPE = (1, IMG_ROWS, IMG_COLS)

mage dimensions
number of digits

OPTIMIZER: Adam - advanced optimization technique that includes the concept of
a momentum (a certain velocity component) in addition to the acceleration
component of Stochastic Gradient Descent (SGD)

Adam computes individual adaptive learning rates for different parameters from
estimates of first and second moments of the gradients

Adam enables faster convergence at the cost of more computation and is
currently recommended as the default algorithm to use (or SGD + Nesterov
Momentum)

# data: shuffled and split between tr
(X_train, y_train), (X_test, y_test)
K.set_image_dim_ordering("th")

# consider them as float and normaliz
X_train = X_train.astype('float32"')
X_test = X_test.astype('float32')
X_train /= 255

X _test /= 255

ain and test sets
= mnist.load_data()

e

[19] D. Kingma et al., Adam: A Method for Stochastic Optimization’

% we need a 60K x [1 x 28 x 28] ;%ape
X_train = X_train[:, np.newaxis, :,
X_test = X_test[:, np.newaxis, :, :]
print(X_train.shape[@], 'train sample
print(X_test.shape[0], 'test samples

y_train = np_utils.to_categorical(y_t
y_test = np_utils.to_categorical(y_te

:]

)

# convert class vectors to binary class matrices

as input to the CONVNET

s")

rain, NB_CLASSES)
st, NB_CLASSES)

Compared to the Multi-Output Perceptron and Artificial Neural Networks (ANN)
model, the input dataset remains as 2d matricew with 1 x 28 x 28 per image,
including also the class vectors that are converted to binary class matrices

» Assignment #2 will explore the change of parameters in context of changes in running time when training models on GPUs vs. CPUs
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MNIST Dataset — CNN Model Output & Evaluation

Epoch 14/20

48000/48@@0 [::::::::::::::::::::::::::

Epoch 15/20

48@@@/48@@@ [::::::::::::::::::::::::::

Epoch 16/20

48000/480@0 [::::::::::::::::::::::::::

Epoch 17/20

48000/48000 [==========================

Epoch 18/20

48@@@/48@@@ [::::::::::::::::::::::::::

Epoch 19/20

4800@/480@0 [::::::::::::::::::::::::::

Epoch 20/20

48000/48000 [==========================

# model evaluation

score = model.evaluate(X_test, y_test,
print("Test score:", score[0])
print('Test accuracy:', score[l])

====] - 4s 88us/step -

====] - 4s 89us/step -

====] - 4s 88us/step -
====] - 4s 88us/step -
====] - 4s 88us/step -
====] - 4s 88us/step -

====] - 4s 88us/step -

verbose=VERBOSE)

10000/10000 [==========================

Test score: 0.0303058747581508
Test accuracy: 0.9936

====] - 1s 70us/step

v/ Multi Output Perceptron:
~91,01% (20 Epochs)

v ANN 2 Hidden Layers:
~95,14 % (20 Epochs)

v" CNN Deep Learning Model:
~99,36 % (20 Epochs)

Input

Convolution |

[18] A. Gulli et al.
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loss: 0.0065 -

loss: 0.0030 -

loss: 0.0057 -

loss: 0.0043 -

loss: 0.0046 -

loss: 0.0047 -

20 Feature
Maps

acc: 0.9980 - val_loss: 0.0346 - val_
acc: 0.9990 - val_loss: 0.0418 - val_
acc: 0.9980 - val_loss: 0.0470 - val_
acc: 0.9985 - val_loss: 0.0440 - val_
acc: 0.9985 - val_loss: 0.0474 - val_

acc: 0.9986 - val_loss: 0.0353 - val_

s

4

‘ LLLLL
Pooling ﬁ l Convolution"] lr
Pooling j I

acc: 0.,9921

acc: 0.9903

acc: 0.9910

acc: 0.9906

acc: 0.9891

acc: 0.9928

loss: 3.4055e-04 - acc: 1.0000 - val_loss: 0.0374 - val_acc: 0.9927

Dense Qutput "
Layer

NSNS se S Q4
e NI [ I

SSIE]TEENENISHEN
PN [ R 8]
SISl ][ NN ]
N[0y 0o o= 1l
PalfiN=fa] v o/t Sa
OISO AR NI

SRR SISNTESERYEN
M [ ol e[ L] 09 o] X e

N

Why not
100%

A3 U g r

some samples even for
a human unrecognizable
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Running a Deep Learning Model with Convolutional Neural Network (CNN)

n 4] £
c o © O 127.00.1:8888/ aee ¥ voIn o B @ @® from time import gmtime, strftime
- strftime("%a, *d % gmtime ())
Jupyter CNN Last Checkpaint: 37 minutes ago (unsaved changes) P Logout i LE1C(X_train, ¥ |
—BATCH_SIZE, epochs—NB i

BOSE, validation split=VALIDATION SPLIT)

File  Edit  View Inset  Cell  Kemel  Widgets  Help Not Trusted Environment (conda_tensorflow_p27) O

from time import gmtime, strftime
+ 32 A B 4 ¥ MHRin H C W Code v o= gEEREra(n, U O o

WRBNING: tensorflow: From /home/ec2-user/anaconda3/envs/tensorflew_p27/1ib/python2.7/site-packages/tensorflow_core/python/ops

0", gmtime ()

/math_grad.py:1424:
Instructions for updating:

here (from tensorflow.pythom.ops.arrzay_ops) is deprecated and will be removed in a future versionm.

. . Use tf.where in 2.0, which has the same broadeast rule as mp.where
In [1] = o e R Dk e e WARNING: tensorflow:From /home/ec2-user/anaconda3/envs/tensorflow p27/1lib/python2.7/site-packages/keras/backend/tensorflow b

from keras.models import Sequential
from keras.layers.convoluticnal import Conv2D

from keras.layers.convolutional import MaxPooling2D
from keras.layers.core import Activation

from keras.layers.core import Flatten

from keras.layers.core import Dense

from keras.datasets import mnist

from keras.utils import np utils

from keras.optimizers import SGD, RMSprop, Adam
import numpy as np

import matplotlib.pyplot as plt

: The neme tf.assign add is deprecated. Please use tf.compat.vl.assign edd instead.

WARNING:tensorflow:Frem /home/ec2-user/anacenda3/envs/tensorflow_p27/lib/pythen2.7/site-packages/keras/backend/tensorflow b
ackend.py:973: The name tf.assign is deprecated. Flease use tf.compat.vl.assign instead.

validate on 12000 samples

- 052 2me/step - loss: 0.1918 - acc: 0.89405 - wval_loss: 0.0711 - val ace: 0.97

- 955 2ms/step - loss: 0.0490 - acc: 0.9844 - val loss: 0.0508 - val acc: 0.98

- 025 Ims/step - loss: 0.0332 - acc: 0.9893 - val loss: 0.0415 - val acc: 0.9

Using TensorFlow backend.

WARNING:tensorflow:Frem /home/ec2-user/anacendad/envs/tensorflew_p27/1lib/python2. /site—packages/tenserflow_core/_init_ .p - 992 2me/step - less: 0.0233 - ace: 0.9227 - val less: 0.0439 - val ace: 0.28
¥:1473: The name tf.estimator.inputs is deprecated. Bleass use tf.compat.vl.estimator.inputs instead.
- 91s 2ms/step - loss: 0.0168 - acc: 0.9944 - val loss: 0.0 val acc: 0.98
in 1 - 94s 2ms/step - loss: 0.0131 - acc: 0.8955 - val loss: - val acc: 0.98
- 1:41 - loss: 0.0094 - acc: 0.9971

def build(input_shape, classes):
model = Sequential ()

i In [ 1:

model.add (Conv2D (20, kernel size=5, padding="same",

input shape=input_ shape})

model.add (Activation("relu”))

(MaxPooling2D(pocl size=(2, 2), strides=(2, 2)))

uate (X_test, y_test, verbose:
", score(01)
:', seore[1])

el 2 {Conw20{50, kernel_sizems, horder odes”sume")) . Using Deep Learning Techniques such as Convolutional
ool size=(2, 2), strides=(z, 2))) Neural Networks (CNNs) in clouds can lead to significant
improvements in accuracy, but also to significant longer
run-times than traditional Artificial Neural Networks

(ANNs) and are thus much more costly in clouds

= Using CPU resources for deep learning techniques is
usually not recommended

model.
model.add (Activation ("

ense (classes))

return model
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More Computation: Deep Learning via RESNET-50 Architecture (cf. Lecture 6 & 7)

= Application Example: Classification of land cover in scenes on remote sensing datasets
= Very suitable for parallelization via distributed training on multi GPUs

Training Process [re—
=)
[20] RESNET e |7
; '-.. '-" Data Store Training Process
i m m .: i .'-:' i .:.: o % M:iel Gradien :’;TmH
3 3 || |8 S\ [ETREN TEUREN S REE [EAREN IEAREN (EIRE |EARE: AlE|s| |3 a3 3] -
1. Read Data uiai‘l"f{é‘f.ﬂ.‘i’.’:,', 3_' 4. Update Model
[22] Horovod MPI_Allreduce()
= RESNET-50 is a known neural network . - A partition of the JUWELS system
. . Time per =

zrchllt_ectt_mat that hafs established a strong epoch has 56 compute nodes,

T:se ihe th terms ‘I’ a°°“|’a°y . h [sec] each with 4 NVIDIA V100 GPUs
" e computational complexity of training the equibped with 16 GB of memor

RESNET-50 architecture relies in the fact that is (equipp V)

has ~ 25.6 millions of trainable parameters
=  RESNET-50 still represents a good trade-off 24 nodes x 4 GPUs = 96 GPUs

between accuracy, depth and number of

parameters
*  The setups of RESNET-50 makes it very suitable [21] R. Sedona & M. Riedel et al., 2019

for parallelization via distributed training on I ’

multi GPUs I | | . Il omm |
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Cloud Computing & HPC using GPUs for Deep Learning — Hardware Complexity

mmm CPU GPU FPGA EEE Specialized .

100+ iy M WP W MapReducs Sockets =  Facts: GPUs are mostly used today for deep learning
— e compared to CPUs, FPGA, and specialized hardware
= 18 ; P
s W 2 16 . Facts: ~55% of all users that use deep learning use it
g E, " with multiple nodes instead of just a single node
= 60 £ . q o .
] § 121 " Facts: The communication layer MPI is mostly used as
g 4 i 101 communication layer for distributed training
ki 2 89 compared to Apache Spark, Remote Procedure Calls,
t €
2 20 2 9] Apache Hadoop MapReduce, or traditional Sockets
[ Q
4 X 41 . . o]

o] . Most users use deep learning today with minibatches
O pre. 2010 2011 2012 2013 2014 2015 2016 2017- 0l that are selected numbers of samples for performing
2010 P t Pre- 2013 2014 2015 2016 2017- . . . ..
Year resen 2013 . Present the optimization (e.g. SGD on minibatches)
ear .. .
= Minibatches should be not too small to increate
B Single Node Multiple Nodes A performance, but also not too large to increase
100 + validation error
Performance

[~
o
N
[=)

=<
o — [0
E 60 %35
g 7 e}
W 40 %30
5 - . - [23] T. Ben-Nun &
£ Validation Error a
] i £ T. Hoefler
o 20 B 25
[ 1 1 1 1 1 [ > =z
x© | | | | | | | g
©
. A | A |
Pre- 2010 2011 2012 2013 2014 2015 2016 2017- B4 128 256 512 1k 2k 4k 8k 16k 82k 64k
2010 Present Minibatch Size mini-batch size
Year

» Complementary High Performance Computing course offers insights into parallel programming models such as MPI & hardware impact
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AWS Amazon Sagemaker — SAAS Service to Abstract from Hardware Complexity

= AWS Cloud — Amazon Sagemaker

= Fully managed service that enables quick &
easy machine & deep learning applications

= Avoids time-consuming manual installation

of many required software frameworks

= Builds on-top of various IAAS & PAAS services

aws Services

Amazon SageMaker

Dashboard

r Notebook
Notebook instances

Lifecycle configurations

7 Training
Training jobs

Hyperparameter tuning jobs

v Inference
Models
Endpoint configurations
Endpoints

Batch transform jobs

ARTIFICIAL INTELLIGENCE

Amazon SageMaker Get started
Build, train, and deploy Explre AWS ot n you notebools,

machine learning models

at scale

The quickest and easiest way to get ML models fi

How it works

Build Tune

om idea to production.

" W - B
Train

and use algorithms to create models via

Build Train Tune Deploy Fully managed platform to build, train,

Deploy

MACHINE LEARNING

% _ 3 ;\rrv;laiz:nSageMaker -
d: | 250 Hours

and deploy machine learning models.

(SAAS solutions often abstracts away
completely underlying resources)

=  AWS Amazon Sagemaker is a SAAS oriented service that provides fully
managed instances running Jupyter notebooks that include examples
training & tuning various machine and deep learning models

Offers Amazon SageMaker Studioas a fully integrated development
environment (IDE) for machine learning in the AWS cloud

. SAAS services are usually not free and often require a subscription

—
Ju pyter [9] Jupyter Web page amazon [24] AWS — Amazon Sagemaker
]

» Lecture 10 provides more details about AWS Cloud services and its Software-as-a-Service (SAAS) models & other SAAS cloud services

Lecture 7.1 — Using Deep Learning Techniques in Clouds
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[ 1 # initialize the

Using Google Colaboratory Cloud Infrastructure for Deep Learning with GPUs

= Google Colaboratory (free & pro version for 9.99 S / month)

-
Jupyter

= ‘Colab’ notebooks are Jupyter notebooks that run in the Google cloud

= Possible to run Apache Spark via PySpark Jupyter notebooks in Colab (cf. Lecture 3)

= Possible to train Deep Learning networks via GPUs & Jupyter notebooks in Colab

= Highly integrated with other Google services (e.g., Google Drive for data)

= Access to vendor-specific Tensor Processing Units (TPUs)

optimizer and model

model = CHN.build(input shape=INPUT_ SHAPE, classes=NE CLASSES)
model. (loss="categorical crossentropy", optimizer=0PTIMIZER,
metrics=["accuracy”])

comp:

Notebook settings

Hardware accelerator

GPU - @

Hane blab, avoid using

TPU

CO Colab Pro

Get more from Colab

UPGRADE NOW

$9.99/month
Recuring billing + Cancel anytime

[27] Google Colaboratory

(for international students:

watch out — it uses the browser

language automatically)

{1 omeouecemodtput when saving this notebook

CANCEL SAVE

TypeError

<ipython-input-11-13ca%28a46c2> in <module>()

initialize the optimizer and model
—----> Z model = CHN.build(input_shape=INPUT_SHAPE, classes=NB_CLASSES)

3 model.compile(loss="categorical crossentropy", optimizer=OPTIMIZER,

4 metrics=["accuracy"])

Traceback (most recent call last)

(Keras APl update now available in Google ‘Colab’ creates an
issue to port our CNN model directly from our Amazon EC2
AMI example because it is based on previous versions of Keras)

~
v bframes

fusr/local/lib/python3. 6/dist-packages/tensorflow/python/keras/utils/generic_urils.py in validate kwargs (kwargs, allowed kwargs, error message)

776 for kwarg in kwargs:
777 if kwarg not in allowed kwargs:
——> 778

g raise TypeError(error message, kwarg)
779

780 L)
IvpeError: ('Keyword argument not understood:', 'border mode')

SEARCH STACK CVERFLOW

(Clouds also face this update problem)

The portability of deep learning codes (tutorials & codes need updates)

is hindered by the frequent updates of
the different APIs of deep learning

» Update Oct/2016: Updated for Keras 1.1.0, TensorFlow 0.10.0 and scikit-learn v0.18
* Update Mar/2017: Updated for Keras 2.0.2, TensorFlow 1.0.1 and Theano 0.9.0
* Update Sep/2019: Updated for Keras 2.2.5 API

Google Colaboratory offers
‘Colab‘ notebooks that are
implemented with Jupyter
notebooks that in turn run in
the Google cloud and are
highly integrated with other
Google cloud services such
as Google Drive thus
making ‘Colab‘ notebooks
easy to set up, access, and
share with others

frameworks like Keras, Tensorflow, etc.
(cf. different AWS EC2 AMI versions)
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Massive Requirement for Cloud Resources: Neural Architecture Search (NAS)

. Often a P . Employed neural networks architectures are often developed manually
Recurrent Sear;hl Space 5 Saars Stteny i by human experts that is time-consuming and error-prone
Neural , Slrstedy " Deep learning success has been accompanied by a rising demand for
Network (RNN) performence eefinete ofA architecture engineering, where increasingly more complex neural
technique that s o s ey - architectures are designed manually
performs the - { = Neural Architecture Search (NAS) methods can be categorized in (a)
agent steps : search space, (b) search strategy, and (c) performance estimation
strategy
. . =  Automated Neural Architecture (NAS) search methods aim to solve
Chﬂ-,d A@It&FtUFES this problem as a process of automating Architecture engineering

; —[j%a—/‘ 7 [26] M. Riedel, ‘NAS with Reinforcement Learning’

= Derived specific architectures that perform

P . =l ; . == o g
P _{jg}: Tusk-Dependent Objectives l: good for specific dataset samples
\

“ = E.g. what is the accuracy or error rate we
A @A \ obtain as metric to guide the search for
- specific architectures for specific dataset

7, Architecture-Dependent Objectives s:mples P
~<o
_ Reward ~‘~~~ * E.g. what is the latency of the network for a

given dataset sample to guide the search for
specific architectures that offer better latency

[25] A.C. Cheng et al., ‘InstaNAS: Instance-aware Neural Architecture Search’, 2018 by keeping accuracy(!)
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