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Review of Lecture 7 – Deep Learning Applications in Clouds
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 Feature Engineering vs. Feature Learning

 Training via Optimization & Backpropagation

 Distributed Deep Learning

 Limited Perceptron Learning Model

 Artificial Neural Networks (ANNs)

[29] XOR Problem [30] F. Rosenblatt, 1957

(logical combination of 
two linear classifiers
solves XOR problem) [31] MIT Deep Learning

(stochastic gradient &
mini-batches)

[32] Optimizers

(training has 
here effect!)

(data parallel) (model parallel) (pipelining)

[22] Horovod
[23] T. Ben-Nun & 
T. Hoefler



Outline of the Course

1. Cloud Computing & Big Data Introduction

2. Machine Learning Models in Clouds

3. Apache Spark for Cloud Applications

4. Virtualization & Data Center Design

5. Map-Reduce Computing Paradigm

6. Deep Learning driven by Big Data

7. Deep Learning Applications in Clouds

8. Infrastructure-As-A-Service (IAAS)

9. Platform-As-A-Service (PAAS)

10. Software-As-A-Service (SAAS)

11. Big Data Analytics & Cloud Data Mining

12. Docker & Container Management

13. OpenStack Cloud Operating System

14. Online Social Networking & Graph Databases

15. Big Data Streaming Tools & Applications

16. Epilogue

+ additional practical lectures & Webinars for our
hands-on assignments in context

 Practical Topics

 Theoretical / Conceptual Topics
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Outline

 Using Artificial Neural Network (ANN) & CPUs in Clouds
 Handwritten Character Recognition MNIST Dataset Revisited
 AWS Elastic Compute Cloud (EC2) & Virtual Server Cloud Instances
 Using EC2 Amazon Machine Images (AMIs) for Machine Learning
 Limitations of Free Usage Tiers & Review Challenges of Deploying
 Observe Growth of Trainable Parameter & Understanding Overfitting

 Using Convolutional Neural Network (CNN) & GPUs in Clouds
 Using EC2 Amazon Machine Images (AMIs) for Deep Learning via CPU
 Growth of Trainable Parameters & Hyperparameter Complexity
 Understanding difference between CPUs & GPUs in Training
 Using Google Colaboratory ‘Colab‘ Cloud Service for Deep Learning
 Neural Architecture Search and Auto-ML & Resource Requirements
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 Promises from previous lecture(s):
 Practical Lecture 0.1: Lecture 6 & 7 will 

provide more insights into deep 
learning algorithms and networks 
including the use of TensorFlow and 
Keras libraries

 Practical Lecture 0.1: Lecture 6 & 7 will 
provide more details on how artificial 
neural networks (ANNs) and deep 
learning networks can be used with this 
data

 Lecture 2: Lectures 6 & 7 offer more 
details on feature selection concepts 
including working with spatial aspects 
in image recognition tasks

 Lecture 3: Lecture 6 & 7 offer insights 
of how to use deep learning with 
cutting-edge GPUs via Google ‘colab’ 
notebooks within the Google Cloud



Using Artificial Neural Network (ANN) & CPUs in Clouds
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Handwritten Character Recognition MNIST Dataset – Preprocessing with Python

 Metadata (cf. Practical Lecture 0.1 )
 Not very challenging dataset, but good for benchmarks & tutorials

 When working with the dataset 
 Dataset is not in any standard image format like jpg,

bmp, or gif (i.e. file format not known to a graphics viewer)
 Data samples are stored in a simple file format that is designed 

for storing vectors and multidimensional matrices (i.e. numpy arrays)
 The pixels of the handwritten digit images are organized row-wise 

with pixel values ranging from 0 (white background) 
to 255 (black foreground)

 Images contain grey levels as a result of an anti-aliasing technique 
used by the normalization algorithm that generated this dataset

 Initially input for an Artificial Neural Network (ANN)
 Afterwards input for a deep learning network

(10 class 
classification 

problem)

 Handwritten Character Recognition 
MNIST dataset is a subset of a larger 
dataset from US National Institute of 
Standards (NIST)

 MNIST handwritten digits includes 
corresponding labels with values 0-9 and 
is therefore a labeled dataset

 MNIST digits have been size-normalized 
to 28 * 28 pixels & are centered in a fixed-
size image for direct processing

 Two separate files for training & test:
60000 training samples (~47 MB) &
10000 test samples (~7.8 MB)
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[33] www.big-data.tips, ‘MNIST Database’

[36] www.big-data.tips, ‘MNIST Dataset’



AWS Educate Starter Account – Account Status in Classrooms

 Workbench & Example Classroom
 Cloud Computing & Big Data – Parallel and Scalable Machine Learning and Deep Learning

[4] AWS Educate Web page 

[5] Amazon Web Services
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AWS Elastic Compute Cloud (EC2) Virtual Servers & Using Key Pairs – Revisited 

 Secure Shell (SSH)
 Universal technique to 

securely access remote 
clusters & HPC machines

e.g. multi-core CPUse.g. many-core GPUs

[5] Amazon Web Services

e.g. Secure Shell (SSH)
access with key-pairs

[6] Key Concepts from 
the AWS Cloud[7] MobaXterm Web page

 The Secure Shell (SSH) is a 
technique to securely access remote 
AWS computing instances (e.g., 
AWS EC2) using a named key pair 

 An SSH key pair consists of a public 
key that is known by the Amazon 
Cloud and a private key that remains 
only on the laptop of cloud users

(SSH client is necessary)

 Generated AWS key pairs are 
created per region (e.g., Virginia) in 
the AWS Cloud

 Switching regions means new 
and/or other SSH keys needs to be 
used as before
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AWS Key Pair – Key Pair Generation (cf. Practical Lecture 5.1)

 Usage
 Public Key remains in Cloud
 Private Key on Laptop
 Use SSH Client tool with

private key to access remote 
cloud with matching public key  After the AWS Key Pair generation, the name of the key is known in many 

AWS service configuration deployment options such as within the Elastic 
Compute Cloud (EC2) service or Elastic Map-Reduce (EMR) service
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Creating an SSH key pair and keeping 
private key in pem can be more convenient 
in certain connections with SSH



AWS Elastic Compute Cloud (EC2) & Launch Virtual Server Cloud Instances
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Popular Deep Learning Frameworks used with Python in Cloud Computing

 TensorFlow
 One of the most popular deep learning frameworks available today
 Execution on multi-core CPUs or many-core GPUs

 Keras is a high-level deep learning library implemented in Python that works on top of existing other rather low-level deep learning frameworks like 
Tensorflow, CNTK, or Theano

 Created deep learning models with Keras run seamlessly on CPU and GPU via low-level deep learning frameworks
 The key idea behind the Keras tool is to enable faster experimentation with deep networks

[2] Tensorflow 
Web page Tensorflow is an open source library for deep learning models using a flow graph approach

 Tensorflow nodes model mathematical operations and graph edges between the nodes are 
so-called tensors (also known as multi-dimensional arrays)

 The Tensorflow tool supports the use of CPUs and GPUs (much more faster than CPUs)
 Tensorflow work with the high-level deep learning tool Keras in order to create models fast
 New versions of Tensorflow have Keras shipped with it as well & many further tools

 Keras
 Often used in combination with low-level frameworks like Tensorflow

[3] Keras 
Web page
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AWS Elastic Compute Cloud (EC2) & Amazon Machine Images (AMIs)
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 AWS Amazon Machine Images (AMIs) are 
templates that contain the software configuration 
(e.g., operating system, libraries, application 
server, and applications) required to launch a EC2 
virtual server instance for a specific purpose

 AWS EC2 AMI offers solutions that enormously 
simplify the deployment of required machine 
learning and deep learning stacks that can be 
complicated to make work together due to the 
many different software versions and fast moving 
technologies (e.g., different NVIDIA GPUs)

 AWS EC2 AMI The AMIs are independent from the 
underlying hardware infrastructure (i.e. concrete 
CPUs) and can be easily migrated (cf. Lecture 4) 
to other hardware – be aware of different 
hardware costs here

 Amazon offers pre-configured AMIs for deep 
learning consisting of preinstalled deep learning 
packages such as MXNet, TensorFlow, PyTorch, 
Keras, etc.  

 Pre-configured AMIs for deep learning feature 
preinstalled GPU NVIDIA CUDA, cuDNN, and 
NCCL libraries that usually requires a lot of 
efforts in installation and version checks with 
deep learning packages



Choose EC2 Instance for AMI & Review Costs Using Free Tier Eligible CPUs
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[8] AWS EC2 Pricing



Review & Launching EC2 Instance with AMI – Problems with Free Usage Tier?!
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e.g. Secure Shell (SSH)
access with key-pairs



 Jupyter Notebook
 Use a browser with http://localhost:8888
 Use forwarding ssh connection (-L) to connect to 

localhost although we actually connect to the Amazon 
AMI instance

 E.g., ssh -L 127.0.0.1:8888:127.0.0.1:8888 -i 
~/Desktop/morris-key-pair-3.ppk ec2-user@ec2-54-
92-173-254.compute-1.amazonaws.com

 It appears we work local, but indeed we work 
remotely in the cloud

Using SSH Client to Connect to AWS EC2 AMI Instance & Jupyter Notebooks
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[9] Jupyter



Using Jupyter with a Kernel & Machine & Deep Learning Software Configuration

[9] Jupyter
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Lessons Learned – Dead Environments in the Cloud & Reboot Cloud Instance
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 Despite the fact that Clouds are often 
stable and production ready they show 
sometimes still faults and errors that 
are partly also related to the way of 
using them, e.g., not terminating 
properly the Jupyter environment

 Because Clouds run remotely on 
computing systems they can still 
continue to run even if the local Laptop 
has no SSH connection open nor is 
there an active browser window, i.e. 
remember that this still costs money 
even if you do not actively use the 
cloud resources



MNIST Dataset – Training/Testing Datasets & One Character Encoding

 Work on two disjoint datasets
 One for training only (i.e. training set)
 One for testing only (i.e. test set)
 Exact seperation is rule of thumb per use case 

(e.g. 10 % training, 90% test)
 Practice: If you get a dataset take immediately test data away

(‘throw it into the corner and forget about it during modelling‘)
 Once we learned from training data it has an ‘optimistic bias‘
 Usually start by exploring the dataset and its format & labels

Training Examples

(historical records, groundtruth data, examples)

‘test set’‘training set’

 Different phases in machine learning
 Training phases is a hypothesis search
 Testing phase checks if we are on the right track 

once the hypothesis is clear
 Validation phane for model selection (set fixed 

parameters and set model types)
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MNIST Dataset – Data Exploration Script Training Data – Revisited 

 Loading MNIST 
training datasets 
(X) with labels (Y) 
stored in a binary 
numpy format

 Format is 28 x 28 
pixel values with 
grey level from 0 
(white background) 
to 255 (black 
foreground)

 Small helper 
function that prints 
row-wise one 
‘hand-written‘ 
character with the 
grey levels stored 
in training dataset

 Should reveal the 
nature of the 
number (aka label)

 Example: loop of the training dataset (e.g. first 10 characters as shown here)
 At each loop interval the ‘hand-written‘ character (X) is printed in ‘matrix notation‘ & label (Y)

[1] Jupyter 
@ JSC
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Data Inspection using Keras Dataset MNIST with Visualization in Jupyter
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MNIST Dataset with Perceptron Learning Model – Need for Reshape

 Two dimensional dataset (28 x 28)
 Does not fit well with input to Perceptron Model
 Need to prepare the data even more 
 Reshape data  we need one long vector

 Note that the reshape from two dimensional MNIST data to one 
long vector means that we loose the surrounding context

 Loosing the surrounding context is one factor why later in this 
lecture deep learning networks achieving essentially better 
performance by, e.g., keeping the surrounding context
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MNIST Dataset – Reshape & Normalization – Example

(numbers are 
between 0 and 1)

(one long input vector
with length 784)

(two dimensional original input)
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MNIST Dataset & Multi Output Perceptron Model

 10 Class Classification Problem
 Use 10 Perceptrons for 10 outputs with softmax activation function (enables probabilities for 10 classes)

 Note that the output units are independent among each other in contrast to neural networks with one hidden layer
 The output of softmax gives class probabilities
 The non-linear Activation function ‘softmax‘ represents a generalization of the sigmoid function – it squashes an 

n-dimensional vector of arbitrary real values into a n-dimenensional vector of real values in the range of 0 and 1 –
here it aggregates 10 answers provided by the Dense layer with 10 neurons

(Dense
Layer)

(output
probabilities)

(Softmax
Layer)

(NB_CLASSES = 10)(softmax
activation)

(10 neurons sum 
with 10 bias)

(input m = 784)
(parameters = 784 * 10 + 10 bias 

= 7850)
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MNIST Dataset & Compile Multi Output Perceptron Model

 Compile the model
 Optimizer as algorithm used to update 

weights while training the model
 Specify loss function (i.e. objective

function) that is used by the optimizer
to navigate the space of weights

 (note: process of optimization is also 
called loss minimization, cf. Invited
lecture Gabriele Cavallaro)

 Indicate metric for model evaluation
(e.g., accuracy)

 Specify loss function
 Compare prediction vs. given class label
 E.g. categorical crossentropy

 Compile the model to be executed by the Keras backend (e.g. TensorFlow)
 Optimizer Gradient Descent (GD) uses all the training samples available for a 

step within a iteration
 Optimizer Stochastic Gradient Descent (SGD) converges faster: only one 

training samples used per iteration 
 Loss function is a multi-class logarithmic loss: target is ti,j and prediction is pi,j
 Categorical crossentropy is suitable for multiclass label predictions (default 

with softmax)

[10] Big Data Tips,
Gradient Descent

Lecture 7.1 – Using Deep Learning Techniques in Clouds 24 / 50



Full Script: MNIST Dataset – Model Parameters & Data Normalization

 NB_CLASSES: 10 Class Problem 
 NB_EPOCH: number of times the model is exposed to the overall training set – at 

each iteration the optimizer adjusts the weights so that the objective function is 
minimized – increasing leads to better accuracy, but also to overfitting (cf. Lecture 7)

 BATCH_SIZE: number of training instances taken into account before the optimizer 
performs a weight update to the model

 OPTIMIZER: Stochastic Gradient Descent (‘SGD‘) – only one training sample/iteration

 Data load shuffled between training and testing set in files
 Data preparation, e.g. X_train is 60000 samples / rows of 28 x 28 pixel values that are 

reshaped in 60000 x 784 including type specification (i.e. float32)
 Data normalization: divide by 255 – the max intensity value

to obtain values in range [0,1]

Training Examples

(historical records, groundtruth data, examples)

‘test set’‘training set’

 Assignment #2 will explore the change of parameters in context of changes in running time when training models on GPUs vs. CPUs
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Full Script: MNIST Dataset – Fitting a Multi Output Perceptron Model

 Assignment #2 will explore the change of parameters in context of changes in running time when training models on GPUs vs. CPUs

 The Sequential() Keras model is a linear  pipeline (aka ‘a stack‘) of 
various neural network layers including Activation functions of 
different types (e.g. softmax)

 Dense() represents a fully connected layer used in ANNs that means 
that each neuron in a layer is connected to all neurons located in the 
previous layer

 The non-linear activation function ‘softmax‘ is a generalization of the 
sigmoid function – it squashes an n-dimensional vector of arbitrary 
real values into a n-dimenensional vector of real values in the range 
of 0 and 1 – here it aggregates 10 answers provided by the Dense 
layer with 10 neurons

 Loss function is a multi-class logarithmic loss: target is ti,j and the 
prediction is pi,j

 Train the model (‘fit‘) using selected batch & epoch sizes on training 
& test data

(full script continued from previous slide)
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Running a Simple ANN with no hidden layers – Multi-Output-Perceptron
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 Note that the outcome of the training process is the 
result of optimization techniques like SGD that tend 
to vary ‘a bit‘

 Note that the outcome of the training process can 
be dependent on the length of training increasing 
accuracy to a certain point when overfitting starts

 Overfitting can be controlled with validation and 
regularization techniques that belong to advanced 
machine learning methods to be studied in full 
university machine learning course in detail

cf. Lecture 6 and 7



MNIST Dataset – A Multi Output Perceptron Model – Output & Evaluation

(Dense
Layer)

(output
probabilities)

(Softmax
Layer)

(NB_CLASSES = 10)(softmax
activation)

(10 neurons sum 
with 10 bias)

(input m = 784)

 How to improve the model design by extending the neural network topology?
 Which layers are required?
 Think about input layer need to match the data – what data we had?
 Maybe hidden layers?
 How many hidden layers?
 What activation function for which layer (e.g. maybe ReLU)?
 Think Dense layer – Keras?
 Think about final Activation as Softmay (cf. Day One)  output probability
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MNIST Dataset – Add Two Hidden Layers for Artificial Neural Network (ANN)

 All parameter value remain the same as before
 We add N_HIDDEN as parameter in order to set 128 neurons in one 

hidden layer – this number is a hyperparameter that is not directly 
defined and needs to be find with parameter search 

 The non-linear Activation function ‘relu‘ represents a so-called Rectified Linear Unit (ReLU) 
that only recently became very popular because it generates good experimental results in 
ANNs and more recent deep learning models – it just returns 0 for negative values and 
grows linearly for only positive values

 A hidden layer in an ANN can be represented by a fully connected Dense layer in Keras by 
just specifying the number of hidden neurons in the hidden layer

 Assignment #2 will explore the change of parameters in context of changes in running time when training models on GPUs vs. CPUs

(activation functions ReLU & Tanh)

[34] big-data.tips, 
‘Relu Neural Network’

[35] big-data.tips, 
‘tanh’
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Running a Simple ANN with two hidden layers
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MNIST Dataset – ANN Model Parameters & Output Evaluation

 Multi Output Perceptron: 
~91,01% (20 Epochs)

 ANN 2 Hidden Layers:
~95,14 % (20 Epochs)

 Dense Layer connects every neuron in this dense layer to the next 
dense layer with each of its neuron also called a fully connected 
network element with weights as trainiable parameters

 Choosing a model with different layers is a model selection that 
directly also influences the number of parameters (e.g. add Dense 
layer from Keras means new weights)

 Adding a layer with these new weights means much more 
computational complexity since each of the weights must be 
trained in each epoch (depending on #neurons in layer)
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Using Convolutional Neural Network (CNN) & GPUs in Clouds
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Innovative Deep Learning Techniques – Revisited (cf. Lecture 6 & 7)

[11] M. Riedel, ‘Deep Learning - Using a Convolutional Neural Network‘, 
Invited YouTube Lecture, six lectures, University of Ghent, 2017

[13] H. Lee et al., ‘Convolutional 
Deep Belief Networks for 
Scalable Unsupervised 
Learning of Hierarchical 
Representations’

[12] M. Riedel et al., ‘Introduction to Deep Learning Models‘, 
JSC Tutorial, three days, JSC, 2019

[14] Neural Network 3D Simulation

[15] A. Rosebrock

 Innovation via specific layers and architecture types
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Complex Relationships: ML & DL vs. HPC/Clouds & Big Data (cf. Lecture 0)

SVMs
Random
Forests

M
od

el
 P

er
fo

rm
an

ce
 / 

Ac
cu

ra
cy

Dataset Volume

Large Deep Learning Networks

Medium Deep Learning Networks

Small Neural Networks

Traditional Learning Models

 ‘Big Data‘

‘small datasets‘

manual feature
engineering‘
changes the

ordering

MatLab
Statistical 
Computing with R

Training
Time

OctaveWekascikit-learn

High Performance 
Computing & Cloud 

Computing

[16] www.big-data.tips

Computing
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Understanding Feature Maps & Convolutions – Online Web Tool

[17] Harley, A.W., An Interactive Node-Link Visualization of Convolutional Neural Networks
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MNIST Dataset – Convolutional Neural Network (CNN) Model

[18] A. Gulli et al.

 Increasing the number of filters learned to 50 in the next layer from 20 in the first 
layer

 Increasing the number of filters in deeper layers is a common technique in deep 
learning architecture modeling

 Flattening the output as input for a Dense layer (fully connected layer)
 Fully connected / Dense layer responsible with softmay activation for classification

based on learned filters and features
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MNIST Dataset – Model Parameters & 2D Input Data  

 OPTIMIZER: Adam - advanced optimization technique that includes the concept of 
a momentum (a certain velocity component) in addition to the acceleration 
component of Stochastic Gradient Descent (SGD)

 Adam computes individual adaptive learning rates for different parameters from 
estimates of first and second moments of the gradients

 Adam enables faster convergence at the cost of more computation and is 
currently recommended as the default algorithm to use (or SGD + Nesterov 
Momentum)

[19] D. Kingma et al., ‘Adam: A Method for Stochastic Optimization’

 Compared to the Multi-Output Perceptron and Artificial Neural Networks (ANN) 
model, the input dataset remains as 2d matricew with 1 x 28 x 28 per image, 
including also the class vectors that are converted to binary class matrices

 Assignment #2 will explore the change of parameters in context of changes in running time when training models on GPUs vs. CPUs
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MNIST Dataset – CNN Model Output & Evaluation

 Multi Output Perceptron: 
~91,01% (20 Epochs)

 ANN 2 Hidden Layers:
~95,14 % (20 Epochs)

 CNN Deep Learning Model:
~99,36 % (20 Epochs) [18] A. Gulli et al.

?Why not 
100%

some samples even for 
a human unrecognizable
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Running a Deep Learning Model with Convolutional Neural Network (CNN)
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 Using Deep Learning Techniques such as Convolutional 
Neural Networks (CNNs) in clouds can lead to significant 
improvements in accuracy, but also to significant longer 
run-times than traditional Artificial Neural Networks 
(ANNs) and are thus much more costly in clouds

 Using CPU resources for deep learning techniques is 
usually not recommended



More Computation: Deep Learning via RESNET-50 Architecture (cf. Lecture 6 & 7)

 Application Example: Classification of land cover in scenes on remote sensing datasets
 Very suitable for parallelization via distributed training on multi GPUs

 RESNET-50 is a known neural network 
architecture that has established a strong 
baseline in terms of accuracy

 The computational complexity of training the 
RESNET-50 architecture relies in the fact that is 
has ~ 25.6 millions of trainable parameters

 RESNET-50 still represents a good trade-off 
between accuracy, depth and number of 
parameters

 The setups of RESNET-50 makes it very suitable 
for parallelization via distributed training on 
multi GPUs

[20] RESNET
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Time per 
epoch 
[sec]

24 nodes x 4 GPUs = 96 GPUs

A partition of the JUWELS system 
has 56 compute nodes,

each with 4 NVIDIA V100 GPUs
(equipped with 16 GB of memory)

[21] R. Sedona & M. Riedel et al., 2019

MPI_Allreduce()[22] Horovod



Cloud Computing & HPC using GPUs for Deep Learning – Hardware Complexity

[23] T. Ben-Nun & 
T. Hoefler

 Complementary High Performance Computing course offers insights into parallel programming models such as MPI & hardware impact

 Facts: GPUs are mostly used today for deep learning 
compared to CPUs, FPGA, and specialized hardware

 Facts: ~55% of all users that use deep learning use it 
with multiple nodes instead of just a single node

 Facts: The communication layer MPI is mostly used as 
communication layer for distributed training 
compared to Apache Spark, Remote Procedure Calls, 
Apache Hadoop MapReduce, or traditional Sockets

 Most users use deep learning today with minibatches 
that are selected numbers of samples for performing 
the optimization (e.g. SGD on minibatches)

 Minibatches should be not too small to increate 
performance, but also not too large to increase 
validation error
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AWS Amazon Sagemaker – SAAS Service to Abstract from Hardware Complexity

 AWS Cloud – Amazon Sagemaker
 Fully managed service that enables quick & 

easy machine & deep learning applications 
 Avoids time-consuming manual installation 

of many required software frameworks
 Builds on-top of various IAAS & PAAS services

 Lecture 10 provides more details about AWS Cloud services and its Software-as-a-Service (SAAS) models & other SAAS cloud services

[24] AWS – Amazon Sagemaker[9] Jupyter Web page

 AWS Amazon Sagemaker is a SAAS oriented service that provides fully 
managed instances running Jupyter notebooks that include examples 
training & tuning various machine and deep learning models

 Offers Amazon SageMaker Studioas a fully integrated development 
environment (IDE) for machine learning in the AWS cloud

 SAAS services are usually not free and often require a subscription

(SAAS solutions often abstracts away 
completely underlying resources)
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Using Google Colaboratory Cloud Infrastructure for Deep Learning with GPUs

 Google Colaboratory (free & pro version for 9.99 $ / month)
 ‘Colab’ notebooks are Jupyter notebooks that run in the Google cloud
 Possible to run Apache Spark via PySpark Jupyter notebooks in Colab (cf. Lecture 3)
 Possible to train Deep Learning networks via GPUs & Jupyter notebooks in Colab
 Highly integrated with other Google services (e.g., Google Drive for data)
 Access to vendor-specific Tensor Processing Units (TPUs)

[27] Google Colaboratory

 Google Colaboratory offers 
‘Colab‘ notebooks that are 
implemented with Jupyter 
notebooks that in turn run in 
the Google cloud and are 
highly integrated with other 
Google cloud services such 
as Google Drive thus 
making ‘Colab‘ notebooks 
easy to set up, access, and 
share with others

(for international students:
watch out – it uses the browser

language automatically)
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[28] Machine Learning Mastery MNIST Tutorial

 The portability of deep learning codes 
is hindered by the frequent updates of 
the different APIs of deep learning 
frameworks like Keras, Tensorflow, etc. 
(cf. different AWS EC2 AMI versions)

(Keras API update now available in Google ‘Colab‘ creates an 
issue to port our CNN model directly from our Amazon EC2 
AMI example because it is based on previous versions of Keras)

(tutorials & codes need updates)

(Clouds also face this update problem)



Massive Requirement for Cloud Resources: Neural Architecture Search (NAS)

[25] A.C. Cheng et al., ‘InstaNAS: Instance-aware Neural Architecture Search’, 2018

 Often a 
Recurrent 
Neural 
Network (RNN) 
technique that 
performs the 
agent steps

 Derived specific architectures that perform 
good for specific dataset samples

 E.g. what is the accuracy or error rate we 
obtain as metric to guide the search for 
specific architectures for specific dataset 
samples

 E.g. what is the latency of the network for a 
given dataset sample to guide the search for 
specific architectures that offer better latency 
by keeping accuracy(!)

 Employed neural networks architectures are often developed manually 
by human experts that is time-consuming and error-prone

 Deep learning success has been accompanied by a rising demand for 
architecture engineering, where increasingly more complex neural 
architectures are designed manually

 Neural Architecture Search (NAS) methods can be categorized in (a) 
search space, (b) search strategy, and (c) performance estimation 
strategy

 Automated Neural Architecture (NAS) search methods aim to solve 
this problem as a process of automating Architecture engineering

[26] M. Riedel, ‘NAS with Reinforcement Learning’
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